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Abstract
Motivated by an induced counterpart of treewidth sparsifiers (i.e., sparse subgraphs keeping the
treewidth large) provided by the Grid Minor theorem of Robertson and Seymour [JCTB ’86] or by
a result of Chekuri and Chuzhoy [SODA ’15], we show that for any natural numbers t and w, and
real ε > 0, there is an integer W := W (t, w, ε) such that every graph with treewidth at least W
and no Kt,t subgraph admits a 2-connected n-vertex induced subgraph with treewidth at least w
and at most (1 + ε)n edges. The induced subgraph is either a subdivided wall, or its line graph, or
a spanning supergraph of a subdivided biclique. This in particular extends a result of Weißauer
[JCTB ’19] that graphs of large treewidth have a large biclique subgraph or a long induced cycle.

Acknowledgements We thank Maria Chudnovsky and Nicolas Trotignon for useful discussions.

1 Introduction

The celebrated Grid Minor theorem [22] implies that graphs with high treewidth admit
large subdivided walls as subgraphs. Thus, in particular, they contain subcubic subgraphs
of large treewidth. A classic result by Chekuri and Chuzhoy [5] qualitatively improves the
latter fact: Every graph of treewidth at least k contains a subcubic subgraph with treewidth
k/ logΘ(1) k. These results are sometimes called “treewidth sparsifiers” since they provide
a sparse subgraph retaining large treewidth. What about sparse induced subgraphs retaining
large treewidth?

As cliques and bicliques have large treewidth but no induced subgraphs of large treewidth
that are sparse, for any standard definition of sparse, we have to exclude them as induced
subgraphs. Equivalently, we have to exclude large bicliques as subgraphs. Even then, we
cannot ask for as much “sparsification” as one gets with subgraphs. There are indeed several
constructions of graphs with large treewidth and no large biclique subgraph but yet no
induced subgraph of both large treewidth and small maximum degree: for instance, the
so-called ttf-layered-wheels of Sintiari and Trotignon [24] (where ttf stands for triangle and
theta-free), or a grid where every “column” is replaced by a star, due to Pohoaţă [20] and to
Davies [8], or a construction of Bonamy et al. [3] without two mutually induced cycles nor
K2,3 subgraph. Furthermore, all those constructions can be made of arbitrary large girth.

While none of these families were primarily designed to avoid induced subgraphs of large
treewidth and small maximum degree, it is in hindsight necessary that they do as they all
exclude a planar induced minor: K2,3 (the theta graph), the 5× 5 grid, and 2K3 (two disjoint
triangles), respectively. Indeed, by a result of Korhonen [16], we now know that such families
(avoiding a fixed planar graph as an induced minor) have treewidth at most some function of
their maximum degree.

Which notion of sparsity should one then pick? Hajebi [13, 14] suggested to go with
degeneracy and asked whether weakly sparse (i.e., avoiding a biclique subgraph) graphs of
high treewidth always admit 2-degenerate induced subgraphs of large treewidth. This is
a sensible question as a result of Kühn and Osthus [18] implies that for any natural numbers
t and w, there is some d := d(t, w) such that every graph without Kt,t subgraph is either
d-degenerate itself or admits a 2-degenerate induced subgraph of treewidth w. However,
Hajebi’s suggestion was very recently ruled out by Chudnovsky and Trotignon [6]: For every
natural number c, there are graphs without K2,2 as an induced subgraph, of clique number
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c+ 1, and of arbitrarily large treewidth such that all their Kc-free induced subgraphs have
treewidth at most some (linear) function of c.

In this paper, we go in a somewhat different direction, and set ourselves to find an
induced subgraph of large treewidth but as small average degree as possible. Of course, one
may try and “cheat” by decreasing the average degree of any induced subgraph H of large
treewidth by adding the vertices of an independent set (non-adjacent to H). To prevent that,
we require the induced subgraph to be 2-connected. This is as far as we can go, since the
1-subdivision of a large clique has no 3-connected induced subgraphs.

Formally we show the following theorem. We will actually prove the stronger Theorem 5.

I Theorem 1. For any natural numbers t and w, and real ε > 0, there is an integer
W := W (t, w, ε) such that every graph with treewidth at least W and no Kt,t subgraph admits
a 2-connected n-vertex induced subgraph with treewidth at least w and at most (1 + ε)n edges.

A first step toward Theorem 1 is the following lemma.

I Lemma 2. For any natural numbers k and s, there is an integer W := W (k, s) such that
every graph of treewidth at least W either admits a subdivision of the s-clique as a subgraph
or the k × k grid as an induced minor.

Lemma 2 was previously proven under a different formulation by Abrishami et al. [2,
Theorem 6.5]. The proof of Lemma 2 mainly consists of combining results by

Korhonen [16], essentially showing Lemma 2 with the subdivision of the s-clique or
Ks topological minor replaced by s vertices of degree at least s,
Golovach, Fomin, and Thilikos [10], similarly showing Lemma 2 with Ks topological minor
replaced by Ks minor, and
Grohe and Marx [12] decomposing graphs excluding a large topological minor in a tree-
decomposition of bounded adhesion whose every torso avoids either s vertices of degree
at least s or a Ks minor.

We give an alternative proof in our different language of induced minors and with our
notations. The only technicality in obtaining Lemma 2 is that torsos do not preserve induced
subgraphs nor induced minors. We overcome it in a different way than Abrishami et al. [2],
who stick to the torso, and thus need to show how to transform large induced grids in the
torso into large induced grids in the original graph. Instead, we work with a moral equivalent
of the torso that is also an induced minor of the original graph. On a conceptual level, we
find it simpler than the previous proof since we spare ourselves the “transformation step.”
Our task is simply to check that Grohe and Marx’s structure theorem [12] still works with
our torso variant, an observation of independent interest.

As every planar graph is an induced minor of a sufficiently large grid, the following
corollary is a slightly more compact formulation of Lemma 2. Like Lemma 2, it should be
credited to Abrishami et al. [2].

I Corollary 3. Any class of unbounded treewidth contains every planar graph as an induced
minor or every graph as a topological minor.

In passing, let us mention a direct algorithmic application of Lemma 2. Let H-Induced
Minor Containment be the problem of deciding if an input graph G contains the fixed
graph H as an induced minor. Korhonen and Lokshtanov [17] recently showed, among other
things, that this problem can be NP-complete even when H is a tree. In stark contrast, for
every planar graph H, the problem admits a linear-time algorithm on topological-minor-free
classes.
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I Corollary 4. Let H be a q-vertex planar graph, and C be a graph class excluding at least one
fixed graph as a topological minor. There is a computable function f such that H-Induced
Minor Containment can be solved in time f(q) · n on n-vertex graphs of C.

Proof. Let s be such that no graph of C has a Ks topological minor, and k = qO(1) such
that H is an induced minor of the k× k grid. By Lemma 2 there is some W := W (k, s) such
that every graph of C with treewidth at least W is a positive instance.

Let G be the input graph. One first finds a tree-decomposition of width 2tw(G) + 1
in time 2O(tw(G))|V (G)| [15], where tw(G) denotes the treewidth of G. If the reported
tree-decomposition has width at least 2W + 1, we correctly conclude that G admits H
as an induced minor. If instead it has width at most 2W , we solve H-Induced Minor
Containment in time g(2W, |ϕ|) · |V (G)| by Courcelle’s theorem [7], where g is a computable
function, and ϕ is a sentence in monadic second-order logic expressing the induced-minor
containment of H: there are q sets of vertices S1, . . . , Sq that are pairwise disjoint and each
inducing a connected subgraph, such that there is at least one edge between Si and Sj if and
only if the i-th and j-th vertices of H are adjacent. J

Let us go back to the proof of our main theorem. We prove Theorem 1 by first applying
Lemma 2. It is easy to find a 2-connected induced subgraph of large treewidth and edge
density1 1 + ε (for any ε > 0) within the induced minor of a large grid (see Lemma 7). We
thus focus on what happens when we get a large clique subdivision as a subgraph. Now
leveraging the absence of Kt,t subgraph, we use a classic result by Kühn and Osthus [18],
and its strengthening by Dvořák [9], to get as an induced subgraph a spanning supergraph
of a long subdivision of a large clique whose degeneracy d is at most some function of t and
of the treewidth target lower bound w.

The clique is subdivided enough that its edge density is at most 1 + ε/2. But the density
of the extra edges (those that are induced by the vertices of the clique subdivision but not part
of the subdivision) can be as large as d. By a minimality property on the clique subdivision
and averaging arguments, we find as an induced subgraph the topological minor of a smaller
graph with density of extra edges at most ε/2, and treewidth at least w.

This requires to reduce the number of extra edges while ensuring that the number of
vertices does not drop as fast. A natural idea is to consider random partitions of the branch
vertices (i.e., vertices of high degree within the subdivided graph) and keep only the branch
vertices in one part together with the subdivision vertices (i.e., vertices of degree 2 within the
subdivision) linking (via what we call direct paths) all the pairs of the kept branch vertices.
An issue with that plan is that the direct paths between branch vertices in distinct parts
could in principle be (adversarially) longer than the average direct path exactly when the
number of extra edges drops satisfactorily. Thus, possibly, no part of the partition would
actually decrease the density of extra edges.

An effective remedy is to extract biclique rather than clique subdivisions. We randomly
partition, on each side of the biclique, the branch vertices in a balanced way, and consider
the biclique subdivisions formed by every pair of parts (with one part per side). This way,
every subdivision vertex is present in one induced subgraph, and we gain the desired control
over the vertex-count drop. The drop in the number of remaining extra edges works since
the minimality condition implies that at least three branch vertices are “involved” in locating

1 Throughout the paper, we call edge density the edge-vertex ratio (hence half of the average degree),
following for instance [19]. Other authors use this term for the number of edges of the graph divided by
the number of edges in a clique on the same number of vertices.
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an extra edge. Therefore, for an extra edge to survive in a considered induced subgraph, at
least two branch vertices on the same side of the bipartition should land in the same part.
As a result, in expectation, the number of extra edges overall contained in a smaller biclique
subdivision drops by at least a multiplicative factor equal to the number of parts on each
side. We finally get the following detailed form of Theorem 1.

I Theorem 5. For any natural numbers t and w, and real ε > 0, there is an integer
W := W (t, w, ε) such that every graph with treewidth at least W and no Kt,t subgraph admits
an n-vertex induced subgraph with treewidth at least w and at most (1 + ε)n edges that is
either

(the line graph of) a subdivision of the w × w wall, or
a spanning supergraph of a Kw,w subdivision.

Technically, our proof of Theorem 1 only yields for the first item a quasi-subdivision2 of
the w×w wall. However it is known that, by increasingW accordingly and applying Ramsey’s
theorem, an induced subdivision of the w × w wall or the line graph of such a subdivision
can be found in a quasi-subdivision of a larger wall; see for instance [1, Lemma 3.6] where
wall quasi-subdivisions are called stone walls.

In particular, Theorem 5 generalizes a result by Weißauer [25] stating that weakly sparse
graphs of large treewidth have long induced cycles. Indeed, quasi-subdivisions of large walls
contain long induced cycles, and to possess only (1 + ε)n edges a spanning supergraph of
a Kw,w subdivision needs a(n induced) path of Θ(1/ε) vertices of overall degree 2, implying
the existence of an induced cycle of length Ω(1/ε). As a compromise to the now-refuted
conjecture of Hajebi that graphs satisfying the conditions of Theorem 1 admit 2-degenerate
induced subgraphs of large treewidth [13, 14], Theorem 1 at least ensures, for every ε > 0,
the existence of induced subgraphs of large treewidth wherein all but an ε fraction of the
vertices have degree 2.

We conclude this section with a summary of how low can be made the maximum
degree/degeneracy/edge density/average degree of a 2-connected induced subgraph with
treewidth at least w found in graphs of arbitrarily large treewidth and no Kt,t subgraph;
see Table 1. For the edge density and average degree, Theorem 1 gives universal, tight values.
No universal value can work for the maximum degree [20, 8] and degeneracy [6].

upper bound question lower bound

maximum degree Ot(1) · w? any Ot(1) · o(w) [20, 8]
degeneracy some Ow(1) [18, 11, 4] Ot(1)? any O(1) [6]
edge density 1 + ε, ∀ε > 0 (Theorem 1) 1 +Ot,w(1)n−0.01? 1
average degree 2 + ε, ∀ε > 0 (Theorem 1) 2

Table 1 Upper and lower bounds β on sparsity parameters κ such that graphs of arbitrarily high
treewidth with some Kt−1,t−1 subgraph but no Kt,t subgraph guarantee (resp. cannot guarantee)
2-connected (n-vertex) induced subgraphs H of treewidth at least w, with κ(H) 6 β.

At first sight, the upper bounds for degeneracy (given by [18, 11, 4]) are some functions of
w and t. However, if t 6 w, then Ow,t(1) = Ow(1), and if instead t > w, then any subgraph
induced by 2w vertices with w vertices picked on each side of some Kt−1,t−1 subgraph has
the requested properties. A possible interpretation of Theorems 1 and 5 is that in addition

2 See Section 2.4 for a definition.
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to n edges necessary to make an n-vertex induced subgraph 2-connected (or n− 1 edges to
simply make it connected), we rely on o(n) additional edges to increase the treewidth. Can
this o(n) be replaced by, say, Ot,w(1) · n0.99?

2 Preliminaries

If i is a positive integer, we denote by [i] the set of integers {1, 2, . . . , i}.

2.1 Subgraphs, induced subgraphs, neighborhoods
We denote by V (G) and E(G) the set of vertices and edges of a graph G, respectively.
A graph H is a subgraph of a graph G if H can be obtained from G by vertex and edge
deletions. Graph H is an induced subgraph of G if H is obtained from G by vertex deletions
only. For S ⊆ V (G), the subgraph of G induced by S, denoted G[S], is obtained by removing
from G all the vertices that are not in S (together with their incident edges). Then G− S
is a short-hand for G[V (G) \ S]. A set X ⊆ V (G) is connected (in G) if G[X] has a single
connected component.

We will often refer to two dense parameterized graphs: the t-clique, denoted by Kt,
obtained by making adjacent every pair of two distinct vertices over t vertices, and the
biclique Kt,t with bipartition (A,B) such that |A| = |B| = t obtained by making every vertex
of A adjacent to every vertex of B.

We denote by NG(v) and NG[v], the open, respectively closed, neighborhood of v in G.
For S ⊆ V (G), we set NG(S) := (

⋃
v∈S NG(v)) \ S and NG[S] := NG(S) ∪ S. The degree

dG(v) of a vertex v ∈ V (G) is the size of NG(v), and the maximum degree of G, denoted
by ∆(G), is maxv∈V (G) dG(v). A subcubic graph is a graph of maximum degree at most 3.
The minimum degree of G is minv∈V (G) dG(v).

In all the previous notations, we may omit the graph subscript if it is clear from the
context. Finally, a graph G on at least three vertices is said 2-connected if it has no vertex
whose deletion disconnects G.

2.2 Tree-decompositions, adhesions, brambles
A tree-decomposition of a graph G is a pair (T, β) where T is a tree and β is a map from
V (T ) to 2V (G) satisfying the following conditions:

for every uv ∈ E(G), there is an x ∈ V (T ) such that {u, v} ⊆ β(x), and
for every v ∈ V (G), the set of nodes x ∈ V (T ) such that v ∈ β(x) induces a non-empty
subtree of T .

The width of (T, β) is defined as maxx∈V (T ) |β(x)| − 1, and the treewidth of G, denoted by
tw(G), is the minimum width of (T, β) taken among every tree-decomposition (T, β) of G.

An adhesion of (T, β) is any non-empty intersection β(x) ∩ β(y) with x 6= y ∈ V (T ). We
call adhesion of x any non-empty intersection β(x)∩β(y) with y ∈ V (T )\{x}. The adhesion
size of (T, β) is defined as maxx 6=y∈V (T ) |β(x) ∩ β(y)|.

The notion of bramble was introduced by Seymour and Thomas [23] as a min-max dual
to treewidth. A bramble of a graph G is a set B := {B1, . . . , Bq} of connected subsets of
V (G) such that for every i, j ∈ [q] the pair Bi, Bj touch, i.e., Bi ∩Bj 6= ∅ or there is some
u ∈ Bi and v ∈ Bj with uv ∈ E(G). A hitting set of {B1, . . . , Bq} is a set X such that for
every i ∈ [q], X ∩ Bi 6= ∅, that is, X intersects every Bi. The order of bramble B is the
minimum size of a hitting set of B.
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The bramble number of G, denoted by bn(G), is the maximum order of a bramble of G.
The treewidth and bramble number are tied: For every graph G, tw(G) = bn(G)− 1 [23].

2.3 Minors, induced minors, branch sets
The contraction of an edge uv in a graph G results in a graph G′ with V (G′) = (V (G) \
{u, v})∪{w} and E(G′) = E(G−{u, v})∪{wx : x ∈ NG({u, v})}. A graph H is a minor of
a graph G if H can be obtained from G by edge contractions, and vertex and edge deletions.
It is an induced minor if it is obtained by edge contractions and vertex deletions (but no
edge deletions).

Minors and induced minors can equivalently be defined via (induced) minor models.
A minor model of H in G is a collection M := {B1, . . . , B|V (H)|} of pairwise-disjoint
connected subsets of V (G), called branch sets, together with a bijective map φ : V (H)→M
such that if uv ∈ E(H), then there is at least one edge in G between φ(u) and φ(v). In
which case, we may say that the branch sets φ(u) and φ(v) are adjacent.

An induced minor model is similar with the stronger requirement that uv ∈ E(H) if and
only if there is at least one edge in G between φ(u) and φ(v). An (induced) minor model
({B1, . . . , Bh}, φ) of an h-vertex graph H is minimal if for every B′1 ⊆ B1, . . . , B

′
h ⊆ Bh, the

fact that ({B′1, . . . , B′h}, φ′) is an (induced) minor model of H with φ′(u) = B′i ⇔ φ(u) = Bi
(for every u ∈ V (H)) implies that for every i ∈ [h], B′i = Bi. Note that we will mainly work
with minor models of cliques, for which both the non-induced/induced distinction and the
relevance of φ vanish.

Note that, as with subgraphs and induced subgraphs, being a minor of and being an
induced minor of are transitive relations. We will often use this fact, and mainly with induced
subgraphs and induced minors.

2.4 Subdivisions, quasi-subdivisions, topological minors
A subdivision of a graph H is a graph G obtained by replacing each edge of H by a path on
at least one edge. For a natural number `, a (> `)-subdivision (resp. (6 `)-subdivision) is
obtained by replacing each edge of H by a path on at least ` edges (resp. at least one and
at most ` edges).

Two distinct edges are incident if they share an endpoint. The line graph of a graph G is
a graph with vertex set E(G) and an edge between two vertices if and only if they correspond
to incident edges in G. A tripod is a subdivision of K1,3, the star with three leaves.

If H is a subcubic graph, a quasi-subdivision of H is any graph obtained by replacing some
vertices of degree 3 by triangles in a subdivision of H. More precisely, one may replace any
vertex v with three neighbors x, y, z in the subdivision of H, by a triangle vxvyvz and make vx
adjacent to x, vy adjacent to y, and vz adjacent to z. (Note that the process is not iterative:
one is not allowed to further replace a vertex of a created triangle by another triangle.)
For instance, the line graph of a (> 2)-subdivision of a subcubic graph H is a particular
quasi-subdivision of H (where every vertex of degree 3 was turned into a triangle).

A graph H is a topological minor of G if G contains a subdivision of H as a subgraph.
Topological minors are sometimes called topological subgraphs.

2.5 Degeneracy and edge density
The degeneracy of an n-vertex graph G is the least integer d such that V (G) can be linearly
ordered v1, . . . , vn such that for every i ∈ [n], vi has at most d neighbors in vi+1, . . . , vn.
Note that an n-vertex graph with degeneracy at most d has at most dn edges.
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In this paper, the edge density of a graph G is the value |E(G)|/|V (G)|, which is half of
the average degree. Thus the edge density is upper bounded by the degeneracy. Conversely,
there are graphs of arbitrarily large degeneracy and arbitrarily low edge density: for instance,
the disjoint union of a t-clique and t3 isolated vertices, whose degeneracy is t− 1 and edge
density is less than 1/t.

2.6 Shallow minors and expansion
The radius rad(G) of a graph G is defined as minu∈V (G) maxv∈V (G) dG(u, v), where dG(u, v)
is the number of edges in a shortest path between u and v. The radius radG(S) of a subset
of vertices S ⊆ V (G) is simply defined as rad(G[S]). Note that two vertices can be further
away in G[S] than in G. A depth-r minor H of G, denoted by H 4r G, is a minor of G with
branch sets B1, . . . , B|V (H)| satisfying radG(Bi) 6 r for every i ∈ [|V (H)|]. In particular
depth-0 minors correspond to subgraphs. The theory of graph sparsity pioneered by Nešetřil
and Ossona de Mendez [19] introduces the following invariants for a graph G, for every r ∈ N:

∇r(G) := sup
H4rG

|E(H)|
|V (H)| .

We say that a graph G has expansion f if ∇r(G) 6 f(r) for every r ∈ N.

2.7 Grids and walls
For two positive integers k, `, the k × ` grid is the graph on k` vertices, say, vi,j with
i ∈ [k], j ∈ [`], such that vi,j and vi′,j′ are adjacent whenever either i = i′ and |j − j′| = 1
or j = j′ and |i− i′| = 1. For what comes next, it is helpful to identify vertex vi,j with the
point (i, j) of N2. In this paper, for k > 2 the k × k wall is the subgraph of the 2k × k grid
obtained by removing every “vertical edge” on an “even column” when the edge bottom
endpoint is on an “odd row”, and every “vertical edge” on an “odd column” when the edge
bottom endpoint is on an “even row,” and finally by deleting the two vertices of degree 1
that this process creates. See Figure 1 for an illustration of the 5× 5 grid and 5× 5 wall.
We may denote the k × k grid by Γk, and the k × k wall by Wk.

Figure 1 The 5× 5 grid (left) and the 5× 5 wall (right).

3 Preparatory lemmas: grid and wall induced minors

The following lemmas have been observed several times (see for instance [1, 10]).

I Lemma 6. As induced minors, grids and walls are linearly tied in the sense that for every
graph, the containment as an induced minor of

Γk implies that of Wbk/2c;
Wk implies that of Γk.
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Furthermore, any graph with Wk as an induced minor contains a quasi-subdivision of Wbk/3c
as an induced subgraph.

Proof. Figure 2 is a visual proof of the two items. Let G be a graph containing Wk as

Figure 2 Proof by picture of the two items of Lemma 6: Γ8 admits a W4 induced minor (left)
and W7 admits a Γ7 induced minor (right). The shaded boxes represent the contractions to perform.
The vertices not incident to a blue edge (left) should be deleted.

an induced minor. Observe that G then contains H, a (> 2)-subdivision of Wbk/3c, as an
induced minor. Let (M, φ) be a minimal induced minor model of H in G. We remark that
H is a subcubic graph of minimum degree 2, such that every vertex of degree 3 in H has
only neighbors of degree 2.

It can be seen that every branch set B ofM induces a path (possibly on a single vertex),
a tripod, or the line graph of a tripod. We call terminal any vertex in B whose deletion is
not disconnecting G[B]. By minimality, any terminal w of B is adjacent to a branch set B′
that is non-adjacent to B \ {w}. We refer to the degree of a branch set as the number of
other branch sets it is adjacent to, and we may say that two branch sets B,B′ are neighbors
if they are adjacent.

If G[B] is a tripod or the line graph of a tripod, then B has exactly three terminals,
and no non-terminal of B can be adjacent to another branch set ofM. The latter property
trivially holds when |B| = 1 (and there is then exactly one terminal in B). In both cases,
B can be entirely kept to (locally) form the wall quasi-subdivision.

Therefore let us assume that B induces a path on at least two vertices. Thus B has
exactly two terminals u and v, the extremities of the path G[B]. Again, if B has only two
neighbors, no non-terminal of B is adjacent to another branch set, and B can be entirely
kept. So we further assume that B has three neighbors.

Let Bu (resp. Bv) a branch set ofM adjacent to u (resp. to v) and no other vertex of B.
Let B′ be the third neighbor of B. Let x be the vertex closest to u (possibly u) along G[B]
that is adjacent to B′. Similarly, let y be the vertex closest to v (possibly v) along G[B] that
is adjacent to B′. If x = y, then we can entirely keep B to build the wall quasi-subdivision.
Let P be the (possibly empty) subset of vertices between x and y along path G[B].

By the definition of H, branch set B′ has degree 2. Hence x and y have the same unique
neighbor z in B′. We remove P from our quasi-subdivision. Then either x and y are adjacent,
and xyz is a triangle of the quasi-subdivision, or P was non-empty. In both cases, we
get (locally) a quasi-subdivision of H at the cost of potentially smoothing out B′, that is,
shrinking the (> 2)-subdivision in a subdivision. Thus we eventually get a quasi-subdivision
of Wbk/3c as an induced subgraph of G. J

We observe that getting a large grid or wall induced minor is sufficient for our purposes.

I Lemma 7. For any natural number w and real ε > 0, any graph having Γk or Wk as
an induced minor with k := b 30w

ε c contains a 2-connected n-vertex induced subgraph with
treewidth at least w and at most (1 + ε)n edges.
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Proof. By Lemma 6, any graph G with a Γk or Wk induced minor has an induced quasi-
subdivision of Wbk/7c. We extract an induced quasi-subdivision of H from the one of Wbk/7c
by skipping every other row, and only keeping every (d4/εe+1)-st “column;” see Figure 3. Let

Θ(1/ε)

Figure 3 An induced quasi-subdivision (in blue) of large treewidth and edge density (1 + ε) in
a quasi-subdivision of the wall. Represented vertices can be vertices or triangles, edges are paths.

H ′ be the induced subgraph of G corresponding to H. It can be seen that H ′ is 2-connected,
and tw(H ′) > tw(H) > w since H contains a subdivision of the w × w wall. Notice that
removing up to two edges of G per vertex of degree 3 in H (since this vertex can correspond to
a triangle in G) turns H ′ into a disjoint union of paths. Thus |E(H ′)| 6 |V (H ′)|−1+2q where
q is the number of vertices of degree 3 in H. We conclude since q is less than ε

2 |V (H ′)|. J

4 Finding a large clique as a topological minor

Lemma 7 implies that, should our graph contain a large grid or wall induced minor, we
would immediately reach our goal, the conclusion of Theorem 1. We already observed that
even among weakly sparse graphs, there are graphs of arbitrarily large treewidth avoiding
a constant-sized grid as an induced minor. Nonetheless, we will show that such problematic
graphs all contain a large clique subdivision as a subgraph. This essentially consists of
combining results by Korhonen [16] and by Fomin, Golovach, and Thilikos [10], respectively
establishing the presence of large grids as induced minor when the maximum degree or
Hadwiger number is small, with the structure theorem of graphs excluding a topological
minor by Grohe and Marx [12].

We start by recalling the fairly recent, inspirational result of Korhonen.

I Theorem 8 ([16], Theorem 1). There is a constant c such that for any natural number k,
every graph G with treewidth at least c · k102∆(G)5 admits the k× k grid as an induced minor.

Previously, the same conclusion was attained on graphs excluding a fixed minor.

I Theorem 9 ([10],Theorem 2). For any graph H, there is a cH such that every H-minor-free
graph of treewidth at least cH · k2 admits the k × k grid as an induced minor.

As [10, Theorem 2] is phrased in terms of contraction (where vertex deletions are
disallowed) rather than induced minor, the authors further have to require that the H-minor-
free graph is connected. Besides, the conclusion is that one obtains one of two parameterized
graphs as a contraction: the triangulated grid or the triangulated grid plus one universal
vertex. Theorem 9 holds since the k × k triangulated grid (with or without an additional
universal vertex) admits the k′ × k′ grid as an induced minor, with k′ := bk/2c − 1.
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Given a tree-decomposition (T, β) of a graph G, and x ∈ V (T ), we define Gx as the
graph obtained from G by contracting each connected component of G− β(x) into a single
vertex, and then keeping only one representative per equivalence class of false twins among
the contracted vertices.

I Theorem 10 ([12], weaker statement than Theorem 4.1). Let H be a k-vertex graph. There
is a function f : N→ N such that every graph G excluding H as a topological minor admits
a tree-decomposition (T, β) of adhesion size at most f(k) such that for every x ∈ V (T ),
Gx either excludes Kf(k) as a minor or has at most f(k) vertices of degree larger than f(k).

In the actual statement of [12, Theorem 4.1], Grohe and Marx distinguish five functions
a, b, c, d, e of k. Four (a, c, d, e) correspond to the four occurrences of “f(k)” in our refor-
mulation. The fifth (b) is a third outcome that β(x) consists of at most b(k) vertices. We
set g(k) := max(a(k), b(k), c(k), d(k), e(k)) and f(k) := g(k) + 2g(k)+1, and the latter case
is thus assimilated to either of the two outcomes of Theorem 10. The reason for choosing
f in Theorem 10 instead of simply g is clarified in the next paragraph, and in Lemma 11,
which proves that our reformulation indeed holds.

Another difference is that the authors show the stronger statement that the theorem
holds for τ(x), the torso of x, which is obtained from G[β(x)] by turning every adhesion of x
into a clique. In comparison, our construction of Gx does not add edges within G[β(x)] but
add an independent set I such that every vertex of I is adjacent to a subset of an adhesion of
x, and no pair of vertices of I are false twins. We now check that Gx satisfies the conclusion
of Theorem 10 (with function f) if τ(x) does so (with function g).

I Lemma 11. Let G be a graph with a tree-decomposition (T, β) of adhesion size at most h,
and x ∈ V (T ).

If τ(x) excludes Kh as a minor, then Gx excludes Kh+1 as a minor.
If τ(x) has at most h vertices of degree larger than h, then G has at most h vertices with
degree larger than h+ 2h+1.

Proof. We still denote by I the independent set V (Gx) \ β(x).
For the first item, assume that Gx admits a Kh+1 minor, and let {B1, B2, . . . , Bh+1}

be a minor model of Kh+1 in Gx. Observe that at most one Bi is a singleton {v} such
that v ∈ I. Indeed, two such singletons would make a non-edge since I is an independent
set. Therefore, without loss of generality assume that no branch set of {B1, B2, . . . , Bh} is
a single vertex in I.

We claim that {B′1 := B1 \ I,B′2 := B2 \ I, . . . , B′h := Bh \ I} is a minor model of Kh

in τ(x). Every B′i is connected since the neighbors of any v ∈ I in graph Gx forms a clique
in τ(x). For the same reason and the fact that I is an independent set, every pair B′i, B′j
(with i 6= j ∈ [h]) is adjacent in τ(x).

For the second item, we first observe that every vertex v ∈ I has degree at most h (in Gx),
since the neighborhood of v is contained in an adhesion of x. Let X ⊆ β(x) be the set
of at most h vertices with degree larger than h in τ(x). We show that all the vertices of
V (Gx) \X have degree at most h+ 2h+1 in Gx.

By the first observation, we can restrict ourselves to the vertices of V (Gx) \X in some
adhesion of x (since the degree of the other vertices of β(x) has not changed). Let w be such
a vertex. As the degree of w in τ(x) is at most h, there are at most h vertices of β(x) with
which w shares an adhesion of x. Thus w and these at most h vertices form a set Y ⊆ β(x)
such that |Y | 6 h+ 1. Therefore, there are at most 2h+1 vertices (actually 2h+1 − 1) of I
adjacent to w. Recall indeed that only one vertex is kept in I per equivalence class of false
twins. Therefore, w has degree at most h+ 2h+1 in Gx. J
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We finally need the following lemma, which essentially implies that a graph G of large
treewidth having a tree-decomposition of small adhesion size admits a Gx of large treewidth.
I Lemma 12. Let h and p be natural numbers, G be a graph of treewidth at least hp, and
(T, β) be a tree-decomposition of G of adhesion size at most h. Then, there is an x ∈ V (T )
such that Gx has treewidth at least p.
Proof. Recall, from the end of Section 2.2, that the treewidth of a graph is equal to its
bramble number minus one. Let B := {X1, . . . , Xq} be a bramble of order at least hp + 1
in G. For every i ∈ [q], consider the subtree Ti of T induced by all the nodes y ∈ V (T ) such
that β(y) ∩Xi 6= ∅. One can see that for Xi, Xj to touch it should hold that V (Ti), V (Tj)
intersect. As subtrees of a tree satisfy the Helly property, there is an x ∈ V (T ) such that
x ∈

⋂
i∈[q] V (Ti).

We now prove that Gx has a bramble B′ := {X ′1, . . . , X ′q} of order at least p + 1. We
define each X ′i from Xi by following the construction of Gx. That is, X ′i is obtained from Xi

by contracting each connected component of G− β(x) into a single vertex. At this point, for
every contracted vertex temporarily in X ′i, we put (permanently) in X ′i the one representative
v ∈ I of its equivalence class of false twins, where I is the independent set V (Gx) \ β(x).
(The other contracted vertices of the equivalence class of v are then discarded to get Gx.)

Note that this process creates a connected X ′i in Gx. One can further notice that for
every i, j ∈ [q], sets X ′i, X ′j touch in Gx, since Xi, Xj touch in G. We shall finally argue that
B′ has no small hitting set.

Assume for the sake of contradiction that B′ has a hitting set Z of size at most p. We
build a hitting set Z ′ of B in the following way. For every z ∈ Z ∩ β(x), we simply add
z to Z ′, and for every z ∈ Z ∩ I, we add to Z ′ the at most h neighbors of z in Gx. Thus
Z ′ is of size at most hp. We finally check that Z ′ is indeed a hitting set of B. For every
i ∈ [q], if X ′i ∩ Z ∩ β(x) 6= ∅, then Xi ∩ Z ′(∩β(x)) 6= ∅. If instead X ′i ∩ Z ∩ I 6= ∅ and, say
z ∈ X ′i ∩ Z ∩ I, then Xi intersects a connected component of G− β(x) attached to β(x) via
NGx

(z). We conclude that Xi intersects Z ′ as, by assumption, Xi also intersects β(x). J

We can now show the main lemma of this section. Observe that we do not require here
the absence of some biclique as a subgraph.
I Lemma 2. For any natural numbers k and s, there is an integer W := W (k, s) such that
every graph of treewidth at least W either admits a subdivision of the s-clique as a subgraph
or the k × k grid as an induced minor.
Proof. Let G be a graph of treewidth at least W without Ks as a topological minor. We
will show that G admits Γk as an induced minor (while specifying how W (k, s) is chosen).

By Theorem 10, as G excludes an s-vertex graph as a topological minor (namely Ks),
it admits, for some function f , a tree-decomposition (T, β) of adhesion size at most f(s) such
that for every x ∈ V (T ), Gx excludes Kf(s) as a minor or has at most f(s) vertices of degree
larger than f(s). By Lemma 12, choosing W := f(s) ·W ′, there is at least one x ∈ V (T )
such that tw(Gx) >W ′.

We set W ′ := max(c · k102f(s)5 + f(s), cKf(s)k
2) where c is as in Theorem 8, and cKf(s) as

in Theorem 9. If Gx has no Kf(s) minor, Theorem 9 implies that Gx admits the k × k grid
as an induced minor. Importantly (and this is why we used Gx instead of the torso of x),
Gx is an induced minor of G. Indeed, we obtained Gx from G by edge contractions followed
by vertex deletions. Therefore, G itself admits the k × k grid as an induced minor.

If instead Gx has at most f(s) vertices of degree larger than f(s), the graph Gx deprived
of these at most f(s) vertices has maximum degree at most f(s) and treewidth at least
c · k102f(s)5 + f(s)− f(s) = c · k102f(s)5 , and we conclude similarly using Theorem 8. J
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5 Upper bound on edge density, lower bound on subdivision length

The following is a celebrated result by Kühn and Osthus.

I Theorem 13 ([18]). For any natural number t and graph H, there is an integer d :=
d(t, |V (H)|) such that every graph without Kt,t subgraph nor induced subdivision of H has
degeneracy at most d.

Dvořák showed that the upper bound on the degeneracy can be lifted to the expansion.

I Theorem 14 ([9]). For any natural number t and graph H, there is a function ft,H : N→ N
such that every graph without Kt,t subgraph nor induced subdivision of H has expansion ft,H .

Note that in Theorem 14, we can freely assume that ft,H is non-decreasing. In light of
these results and the previous section, we can get a long topological minor of a large clique
with bounded degeneracy. Before we make that formal, we need the following definitions.

A spanning supergraph G′ of a graph G is obtained from G by adding a possibly-empty
subset of edges. We refer to those added edges as the extra edges, and we may denote their set
by Eextra(G′) := E(G′)\E(G). Given a natural number ` and a graph H, a (> `)-subdivision
of H is obtained by replacing every edge e ∈ E(H) by a path on at least ` edges whose
extremities are the endpoints of e. We refer to those paths as direct paths. We call branch
vertices the vertices originally present in H, and subdivision vertices the added vertices. We
keep the terminology of direct paths, branch vertices, and subdivision vertices in a spanning
supergraph of the subdivision.

We say that a spanning supergraph of a subdivision is trim if each of its direct paths
remains induced. The trimness of a spanning supergraph of a (> `)-subdivision has the exact
same definition. So any chord on a direct path contradicts the trimness even if it makes
a path of length less than ` between the two extremities of the direct path. Notice that, in
particular, the branch vertices of a trim spanning supergraph of a (> `)-subdivision form an
independent set when ` > 2.

I Lemma 15. For any natural numbers t, w, s, and real ε > 0, there are integers W :=
W (t, s, w, ε), ` := `(t, s, w, ε) = gt,w,ε(s) with gt,w,ε non-decreasing, lims→∞ gt,w,ε(s) = ∞,
and d := d(t, w, ε) such that every graph without Kt,t subgraph and with treewidth at least W
admits as an n-vertex induced subgraph one of the following

a trim spanning supergraph of a (> `)-subdivision of Ks with at most dn edges, or
a 2-connected graph with treewidth at least w and at most (1 + ε)n edges.

Proof. Setting k := b 30w
ε c and s′ :=

(2s−2
s−1

)
, we apply Lemma 2 with W := W (k, s′). If

we get a Γk induced minor, we conclude by Lemma 7 since this lemma yields an induced
subgraph meeting the conditions of the second item. We can thus assume that we obtain
a Ks′ subdivision as a subgraph on some inclusion-wise minimal subset of vertices. Let G
be the subgraph induced by the vertices of this Ks′ subdivision. In particular, G is a trim
spanning supergraph of a Ks′ subdivision.

Graph G has no Kt,t subgraph. We can further assume that G does not have an
induced subdivision of Γk, since otherwise we conclude with Lemma 7, as previously. Thus
by Theorem 14, G has expansion at most ft,Γk

. Let ` := `(t, s, w, ε) be the largest integer such
that ft,Γk

(`) < s− 1, or be equal to 0 if no such number exists. Consider the 2-edge-colored
clique on the branch vertices of G with a blue edge between two branch vertices if the direct
path linking them has at most ` edges, and a green edge otherwise. By Ramsey’s theorem [21]
this auxiliary clique admits an all-green s-clique. Indeed an all-blue s-clique would contradict
the expansion bound, as Ks, of edge density s− 1, would then be a depth-` minor.
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Let G′ be the trim spanning supergraph of a (> `)-subdivision of Ks induced by the
branch vertices of the all-green s-clique together with all the direct paths between pairs of
these particular branch vertices. In turn, G′ has no Γk induced minor. Thus by Theorem 13,
G′ has degeneracy at most d := d(t, k2) = d(t, w, ε), hence at most d|V (G′)| edges. Therefore,
the induced subgraph G′ satisfies the conditions of the first item.

We finally need to check that, for every t, w, ε, lims→∞ `(t, s, w, ε) =∞. This is immediate
since ft,Γk

is non-decreasing, and for any ` ∈ N, there is s` := ft,Γk
(`) + 2 such that

ft,Γk
(`) < s` − 1. J

6 Decreasing the density of extra edges in the topological minor

We now show how to decrease the ratio number of extra edges over number of vertices in
spanning supergraphs of subdivisions. A technicality makes us switch from clique subdivisions
to biclique subdivisions. Setting s := dw

ε and h := s
w in the next lemma, this ratio goes

from d down to at most ε, while extracting a Kw,w subdivision from a Ks,s subdivision.

I Lemma 16. Let G be a trim spanning supergraph of a Ks,s subdivision (resp. (> `)-
subdivision) with n vertices, and m extra edges. For every h dividing s, G admits an induced
subgraph G′ that is a trim spanning supergraph of a K s

h ,
s
h
subdivision (resp. (> `)-subdivision)

with n′ vertices and at most m
hn · n

′ extra edges.

Proof. Let (A,B) be the bipartition of the branch vertices of G, with |A| = |B| = s. Let
(A1, A2, . . . , Ah) be a balanced (i.e., such that |A1| = |A2| = . . . = |Ah| = s/h) partition of A,
and (B1, B2, . . . , Bh) be a balanced partition of B, taken independently uniformly at random.
For every i, j ∈ [h], let Gi,j be the subgraph of G induced by the branch vertices in Ai ∪Bj
and the subdivision vertices in direct paths linking vertices of Ai to vertices of Bj . Each
graph Gi,j is a trim spanning supergraph of a K s

h ,
s
h
subdivision. Further notice that if G is

a trim spanning supergraph of a (> `)-subdivision of Ks,s, then each Gi,j is a trim spanning
supergraph of a (> `)-subdivision of K s

h ,
s
h
.

Observe that, by trimness, an extra edge of G is between two subdivision vertices on
distinct direct paths, or between a branch vertex and a subdivision vertex on a direct path
that is not incident to this branch vertex. Thus for an extra edge to be in some Gi,j , at least
three branch vertices, say, x, y, z have to be simultaneously present in Ai ∪Bj : the at least
three distinct extremities of the two direct paths in the former case, and the branch vertex
plus the extremities of the direct path, in the latter. Among these three vertices, two, say
x, y, need to be on the same side of the bipartition (A,B).

Thus, an extra edge of G survives in at least one Gi,j with probability less than 1/h,
which slightly overestimates the probability that a pair x, y land in the same Ai or Bj .
Therefore the expected number of extra edges of G still present in at least one Gi,j is smaller
than m/h. By Markov’s inequality, there is a balanced partition (A1, A2, . . . , Ah) of A and
a balanced partition (B1, B2, . . . , Bh) of B such that∑

i,j∈[h]

|Eextra(Gi,j)| 6
m

h
.

Observe that the edge sets of the graphs Gi,j are pairwise disjoint. Importantly, every
subdivision vertex of G is in one Gi,j (and the branch vertices of G are in h graphs Gi,j).
That was the reason to move from a clique to a biclique subdivision. From

∑
i,j∈[h]

|V (Gi,j)| > n and
∑
i,j∈[h]

|Eextra(Gi,j)| =

∣∣∣∣∣∣
⋃

i,j∈[h]

Eextra(Gi,j)

∣∣∣∣∣∣ 6 m

h
,
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we deduce that there is one graph Gi,j with, say, n′ vertices and at most m
hn · n

′ extra
edges. J

7 Wrapping up

We can now prove our main theorem, which we repeat for convenience.

I Theorem 1. For any natural numbers t and w, and real ε > 0, there is an integer
W := W (t, w, ε) such that every graph with treewidth at least W and no Kt,t subgraph admits
a 2-connected n-vertex induced subgraph with treewidth at least w and at most (1 + ε)n edges.

Proof. As showing the theorem for any sufficiently large w actually implies the theorem, we
assume that w > 2. We apply Lemma 15 on a graph satisfying the premises of the theorem,
setting W := W (t, 2s, w, ε) for some well-chosen s. As the second outcome of that lemma is
our objective, we assume that we get an n′-vertex graph G that is a trim spanning supergraph
of a (> `)-subdivision of K2s with at most dn′ edges, for ` := `(t, 2s, w, ε) = gt,w,ε(2s) and
d := d(t, w, ε). We choose s as the smallest integer at least equal to d 4d

ε e · w and multiple
of d 4d

ε e such that gt,w,ε(2s) > 2
ε + 1. This is well-defined since d depends on t, w, and ε

only, gt,w,ε is non-decreasing, and lims→∞ gt,w,ε(2s) =∞. From our choice of s, it holds in
particular that ` > d 2

εe+ 1.
Let X be the set of branch vertices of G, hence |X| = 2s. Consider (A,B), a balanced (i.e.,

such that |A| = |B| = s) bipartition of X chosen uniformly at random. Let G′ be the induced
subgraph of G obtained by removing all the subdivision vertices on direct paths between
vertices on the same side of (A,B) (i.e., between every pair of vertices in A and every pair of
vertices in B). Observe that, for every vertex v of G, the probability that v survives in G′ is
larger than 1/2. Indeed it is exactly 1 for a branch vertex, and s2/

(2s
2
)

= s/(2s− 1) > 1/2
for a subdivision vertex. Thus by Markov’s inequality, there is a balanced bipartition (A,B)
of X such that G′ has at least n′/2 vertices. We proceed with this induced subgraph G′.

As G has at most dn′ edges, G′ has at most dn′ extra edges. Therefore, the ratio
|Eextra(G′)|/|V (G′)| is at most 2d. One can see that G′ is a trim spanning supergraph of
a (> `)-subdivision of Ks,s. We thus apply Lemma 16 on G′ with h := d4d/εe 6 s/w, and
obtain an induced subgraph G′′ that is a trim spanning supergraph of a (> `)-subdivision of
K s

h ,
s
h
on n vertices and at most εn

2 extra edges.
G′′ is our eventual graph. As a spanning supergraph of a subdivision of K s

h ,
s
h
with

s
h > w > 2, it is indeed 2-connected. It further contains K s

h ,
s
h
as a minor, thus tw(G′′) >

tw(K s
h ,

s
h

) = s
h > w. It remains to check that any biclique (> `)-subdivision has edge density

at most 1 + ε
2 . Then |E(G′′)| is indeed at most (1 + ε

2 )n+ εn
2 = (1 + ε)n, where εn

2 accounts
for the extra edges.

We observe that the edge set of the subdivision is the union of the edge sets of its direct
paths, whereas every subdivision vertex is by definition on exactly one direct path. Each
direct path has some p > ` − 1 subdivision vertices and p + 1 edges, thus the number of
edges of the subdivision is at most (1 + 1

`−1 )n 6 (1 + ε
2 )n. J
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