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Abstract

In a reduction sequence of a graph, vertices are successively identified until the graph
has one vertex. At each step, when identifying u and v, each edge incident to exactly one of
u and v is coloured red. Bonnet, Kim, Thomassé and Watrigant [J. ACM 2022] defined
the twin-width of a graph G to be the minimum integer k such that there is a reduction
sequence of G in which every red graph has maximum degree at most k. For any graph
parameter f , we define the reduced f of a graph G to be the minimum integer k such that
there is a reduction sequence of G in which every red graph has f at most k. Our focus is on
graph classes with bounded reduced bandwidth, which implies and is stronger than bounded
twin-width (reduced maximum degree). We show that every proper minor-closed class
has bounded reduced bandwidth, which is qualitatively stronger than an analogous result
of Bonnet et al. for bounded twin-width. In many instances, we also make quantitative
improvements. For example, all previous upper bounds on the twin-width of planar graphs
were at least 21000. We show that planar graphs have reduced bandwidth at most 466 and
twin-width at most 583. Our bounds for graphs of Euler genus γ are Opγq. Lastly, we
show that fixed powers of graphs in a proper minor-closed class have bounded reduced
bandwidth (irrespective of the degree of the vertices). In particular, we show that map
graphs of Euler genus γ have reduced bandwidth Opγ4q. Lastly, we separate twin-width and
reduced bandwidth by showing that any infinite class of expanders excluding a fixed complete
bipartite subgraph has unbounded reduced bandwidth, while there are bounded-degree
expanders with twin-width at most 6.
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1 Introduction

Twin-width is a measure of graph1 complexity recently introduced by Bonnet, Kim, Thomassé,
and Watrigant [9] (inspired by the work of Marcus and Tardos [34] and Guillemot and Marx [26]).
The topic has attracted widespread interest [1–10, 15, 23, 38–40, 44], often motivated by
connections to model theory, logic, graph sparsity, fixed parameter tractability, enumerative
combinatorics, and permutations.

We start with an informal description. Given a graph G, choose two vertices u and v in G,
identify u and v into a single vertex, and colour each edge incident to exactly one of u and v red.
Repeat this step until the graph has only one vertex. At each stage, the introduced red edges
indicate an ‘error’ in the reduction sequence. The goal is to find a sequence of identifications
with small error. Twin-width measures the error by the maximum degree of the red graph
(minimised over all reduction sequences).

To formalise this idea we need the following definitions. A trigraph is a triple G “ pV,E,Rq
where V is a finite set, and E and R are disjoint subsets of

`

V
2
˘

. Elements of V are vertices.
Elements of E YR are edges, edges in E are black, and edges in R are red. Let V pGq :“ V and
EpGq :“ E and RpGq :“ R. Let rG be the spanning subgraph of G consisting of the red edges.
For distinct vertices u, v P V pGq, let G{u, v be the trigraph pV 1, E1, R1q with:

• V 1 “ pV ztu, vuq Y twu where w R V ,
• G´ tu, vu “ pG{u, vq ´ w, and
• for all x P V ztu, vu:

– wx P E1 if and only if ux P E and vx P E,
– wx R E1 YR1 if and only if ux R E YR and vx R E YR, and
– wx P R1 otherwise.

The underlying graph (or total graph) of a trigraph G is the graph H with V pHq “ V pGq and
EpHq “ EpGq YRpGq.

A sequence of trigraphs Gn, Gn´1, . . . , G1 is a reduction sequence of Gn (also called contraction
sequence) if for each i P t2, . . . , nu we have Gi´1 “ Gi{u, v for some u, v P V pGiq, and G1 is a
trigraph with one vertex. In this case, each ‘prefix’ Gn, Gn´1, . . . , Gi is called a partial reduction
sequence to Gi. A (partial) reduction sequence of a graph G is a (partial) reduction sequence of
the trigraph pV pGq, EpGq,Hq (with no red edges).

Given a graph G, it is natural to ask for a reduction sequence Gn, . . . , G1 such that the red
graphs rGn, . . . , rG1 have desirable properties. For example, a graph has a reduction sequence
with no red edges if and only if it is a cograph [9] (and cographs are considered to be particularly
well-behaved). Bonnet et al. [9] cared about the maximum degree of the red graphs. They
defined the twin-width of a graph G, denoted by twwpGq, to be the minimum k P N0 such that
there is a reduction sequence Gn, Gn´1, . . . , G1 of G where rGi has maximum degree at most k
for each i P t1, . . . , nu.

1We consider simple, finite, undirected graphs G with vertex-set V pGq and edge-set EpGq. A graph class is a
set of graphs closed under isomorphism. A graph class is hereditary if it is closed under taking subgraphs. A
graph class is monotone if it is closed under taking induced subgraphs. A graph H is a minor of a graph G
if H is isomorphic to a graph obtained from a subgraph of G by contracting edges. A graph class G is proper
minor-closed if G is closed under taking minors, and some graph is not in G.
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This paper studies reduction sequences where the red graph has other properties in addition to
bounded maximum degree. For any graph parameter2 f , let reduced f be the graph parameter fÓ,
where for any graph G, fÓpGq is the minimum k P N such that there is a reduction sequence
Gn, Gn´1, . . . , G1 of G where fp rGiq ď k for each i P t1, . . . , nu. So reduced maximum degree ∆Ó
is the same as twin-width.

Every graph has a reduction sequence in which every red graph is a star (just repeatedly identify
the centre of the star with any other vertex). So it makes sense to consider graph properties
that are unbounded on the class of all stars (such as maximum degree).

This line of research was initiated by Bonnet et al. [7], who considered the following parameter3.
Let ‹pGq be the maximum number of vertices in a connected component of a graph G. Then
‹Ó is called the component-twinwidth [7]; here the goal is to find a reduction sequence such
that every red graph has small components. Bonnet et al. [9] proved that every graph G
satisfies ‹ÓpGq ď 2blwpGq`1, which implies ‹ÓpGq ď 2twpGq`2 and ‹ÓpGq ď 2cwpGq`1. Note that
∆pGq ď ‹pGq ´ 1 and thus ∆ÓpGq ď ‹ÓpGq ´ 1.

Bonnet et al. [9] proved that every proper minor-closed graph class has bounded twin-width
(amongst other results). The primary contribution of this paper is a qualitative strengthening of
this result, where reduced maximum degree is replaced by reduced bandwidth. The bandwidth
of a graph G is the minimum k P N0 such that there is an ordering v1, . . . , vn of V pGq satisfying
|i ´ j| ď k for every edge vivj P EpGq. We prove that every proper minor-closed class has
bounded reduced bandwidth (Theorem 30).

Note that ∆pGq ď 2 bwpGq, implying ∆ÓpGq ď 2 bwÓpGq. Thus, our upper bound on the reduced
bandwidth of proper minor-closed classes implies the above-mentioned analogous result for twin-
width, and indeed is qualitatively stronger since there are graph classes with bounded maximum
degree and unbounded bandwidth. Complete binary trees are a simple example [14]. There
are even trees with maximum degree 3, pathwidth 2, and unbounded bandwidth4. Generally
speaking, graphs with bounded bandwidth are considered to be particularly well-behaved.
Indeed, every graph with bandwidth k is a subgraph of the k-th power of a path5.

In many cases, our results are also quantitatively stronger than previous bounds. The improve-
ments for planar graphs are most significant. The previous proofs that planar graphs have
bounded twin-width gave no explicit bounds, but it can be seen that all the previous bounds

2A graph parameter is a function f such that fpGq P N0 for every graph G, and fpG1q “ fpG2q for all
isomorphic graphs G1 and G2. Examples of relevance to this paper include maximum degree ∆pGq, bandwidth
bwpGq, pathwidth pwpGq, treewidth twpGq, clique-width cwpGq, and boolean-width blwpGq. A graph parameter
f is monotone if for each k P N0 the graph class tG : fpGq ď ku is monotone. A graph parameter f is hereditary
if for each k P N0 the graph class tG : fpGq ď ku is hereditary. A graph parameter f is union-closed if
fpGYHq ď maxpfpGq, fpHqq for all disjoint graphs G and H.

3Bonnet et al. [7] also considered the total number of edges in the red graph, but with a slightly different
notion of reduction sequence in which red loops appear on identified vertices. The resulting parameter is called
total twin-width.

4 Let Qn be the tree consisting of disjoint paths P1, . . . , Pn, each with n vertices, plus an edge joining the
first vertex in Pi and the first vertex in Pi`1 for each i P t1, . . . , n´ 1u. Observe that Qn has maximum degree 3,
pathwidth 2, n2 vertices, diameter less than 3n, and bandwidth at least n

3 (since |V pGq| ď bwpGq diampGq ` 1
for every graph G; see [14]).

5For a graph G and r P N, the r-th power of G, denoted by Gr, is the graph with vertex-set V pGq where two
vertices u and v are adjacent in Gr if and only if the distance between u and v in G is at most r. The 2-nd power
of G is called the square of G.
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[7, 9] were at least 21000. We show that every planar graph has reduced bandwidth at most
466 and twin-width at most 583. The proof method generalises for graphs embeddable on any
surface6. In particular, we show that every graph with Euler genus γ has reduced bandwidth at
most 164γ ` 466 and twin-width at most 205γ ` 583 (Theorem 23).

A key tool in our proofs are recent product structure theorems, which say that every graph of
bounded Euler genus is a subgraph of the strong product of a graph with bounded treewidth
and a path; see Section 2.3 for details. Our results hold for any graph class that has such a
product structure, which includes several non-minor-closed graph classes. For example, a graph
is pγ, kq-planar if it has a drawing in a surface of Euler genus γ such that every edge is involved
in at most k crossings (assuming no three edges cross at a single point) [16]. We prove that
every pγ, kq-planar graph has reduced bandwidth 2Opγkq (Theorem 25).

We also strengthen the above-mentioned results by showing that fixed powers of graphs in
any proper minor-closed class have bounded reduced bandwidth (Theorem 30). Since FO-
transductions preserve bounded twin-width [9, Section 8], it was previously known that these
graphs have bounded twin-width. Note that powers of sparse graphs can be dense; for instance,
2-powers of stars are complete graphs. As an example of our results for graphs powers, we
consider map graphs, which are well-studied generalisations of graphs embedded in surfaces.
We prove that map graphs of Euler genus γ have reduced bandwidth Opγ4q. We emphasise
there is no dependence on degree, and that these graphs might be dense.

Section 6 considers limitations of reduced bandwidth. We show that any infinite class of expander
graphs excluding a fixed complete bipartite subgraph has unbounded reduced bandwidth
(Theorem 31). This result separates reduced bandwidth from twin-width, since Bonnet et al. [4]
showed there are bounded-degree expanders (thus excluding a fixed complete bipartite subgraph)
with twin-width at most 6. The theme of tied and separated parameters is continued in Section 7
where we show that the reduced versions of several natural parameters are separated. We
conclude in Section 8 by presenting a number of open problems.

2 Preliminaries

Let N :“ t1, 2, . . . u and N0 :“ t0, 1, . . . u.

For a graph G and S Ď V pGq, let GrSs be the induced subgraph of G with vertex-set S and
edge-set tvw P EpGq : v, w P Su. For F Ď EpGq, let G ´ F be the graph obtained from G
by removing edges in F . For two graphs G and H, let G YH be the graph with vertex-set
V pGq Y V pHq and edge-set EpGq Y EpHq. A clique in G is a (possibly empty) set of pairwise
adjacent vertices. For disjoint sets S, T Ď V pGq, we say that S is complete to T in G if every
vertex in S is adjacent to every vertex in T .

For vertices v, w P V pGq, a pv, wq-path in G is a path with end-vertices v and w. For vertices
v, w P V pGq, let distGpv, wq be the length of a shortest pv, wq-path in G. For a vertex v in G,
let NGpvq :“ tw P V pGq : vw P EpGqu and NGrvs :“ tvu Y NGpvq. Let degGpvq :“ |NGpvq|,

6The Euler genus of a surface with h handles and c crosscaps is 2h` c. The Euler genus of a graph G is the
minimum Euler genus of a surface in which G embeds without edge crossings. For γ P N0, the class of graphs of
Euler genus at most γ is a proper minor-closed class.
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called the degree of v in G. For each r P N, let N r
Grvs :“ tw P V pGq : distGpv, wq ď ru. For

S Ď V pGq, let NGpSq :“
Ť

vPS NGpvqzS and NGrSs :“
Ť

vPS NGrvs.

For a vertex v in a trigraph G, let NGpvq :“ tw P V pGq : vw P EpGq YRpGqu.

2.1 Tree-decompositions

A tree-decomposition of a graph G is a pair pT,Bq consisting of a tree T and a collection
B “ pBx Ď V pGq : x P V pT qq of subsets of V pGq (called bags) indexed by the nodes of T , such
that:

(a) for every edge uv P EpGq, some bag Bx contains both u and v, and
(b) for every vertex v P V pGq, the set tx P V pT q : v P Bxu induces a non-empty subtree of T .

The width of a tree-decomposition is the size of the largest bag minus 1. The treewidth twpGq
of a graph G is the minimum width of a tree-decomposition of G. These definitions are due to
Robertson and Seymour [42]. Treewidth is recognised as the most important measure of how
similar a given graph is to a tree. Note that a connected graph with at least two vertices has
treewidth 1 if and only if it is a tree. A path-decomposition is a tree-decomposition in which
the underlying tree is a path. The pathwidth pwpGq of a graph G is the minimum width of a
path-decomposition of G. It is well-known and easily proved that for every graph G,

twpGq ď pwpGq ď bwpGq.

Let pT,B “ pBx : x P V pT qqq be a tree-decomposition of a graph G. The torso of a bag Bu is
the subgraph obtained from GrBus by adding, for each edge uv P EpT q, all edges xy where x
and y are distinct vertices in Bu XBv.

A separation of a graph G is a pair pA,Bq of subsets of V pGq such that A Y B “ V pGq and
there is no edge of G between AzB and BzA.

We sometimes consider a tree-decomposition pT,B “ pBx : x P V pT qqq to be rooted at a specific
root bag Br for some r P V pT q. In this case, for every node t ‰ r, let t1 be the node of T
adjacent to t in T and on the pr, tq-path in T . We say that Bt1 is the parent of Bt and Bt is a
child of Bt1 . A bag Bx is a descendant of a bag By if y lies on the pr, xq-path in T .

Let t be a node of T , and let tt1, . . . , tdu be a set of children of t. Let C be the union of Bt
and every bag that is a descendant of Bti for some i P t1, 2, . . . , du. Let D :“ pV pGqzCq YBt.
As illustrated in Figure 1, pC,Dq is a separation of G with C XD “ Bt, said to be a rooted
separation at Bt and a rooted separation from pT,Bq.

For a non-root degree-1 node t of T , we say that Bt is a leaf bag; every other bag is said to be
internal. Note that a root bag is always internal.

For k, q P N with q ě k ` 1, a rooted tree-decomposition pT,Bq is pk, qq-rooted if:

• the root bag is empty,
• every internal bag has at most k ` 1 vertices, and
• for every leaf bag B with parent B1, |BzB1| ď q.

A rooted tree-decomposition pT,Bq is pk,8q-rooted if the root bag is empty, and every internal
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Figure 1: A rooted separation pC,Dq in a rooted tree-decomposition with root bag Br.

bag has at most k ` 1 vertices (so leaf bags can be arbitrarily large).

2.2 Sparsity

For d P N0, a graph G is d-degenerate if every subgraph of G has minimum degree at most d.
The minimum such d is the degeneracy of G.

Kierstead and Yang [31] introduced the following definition. For a graph G, total order ĺ of
V pGq, vertex v P V pGq, and s P N, let reachspG,ĺ, vq be the set of vertices w P V pGq for which
there is a path v “ w0, w1, . . . , ws1 “ w of length s1 P t0, . . . , su such that w ĺ v and v ă wi for
all i P t0, . . . , s1 ´ 1u. For a graph G and s P N, the s-strong colouring number colspGq is the
minimum integer k for which there is a total order ĺ of V pGq with | reachspG,ĺ, vq| ď k for every
vertex v of G. Strong colouring numbers interpolate between degeneracy and treewidth [33].
Indeed, col1pGq equals the degeneracy of G plus 1. At the other extreme, Grohe, Kreutzer,
Rabinovich, Siebertz, and Stavropoulos [25] showed that colspGq ď twpGq ` 1 for all s P N, and
indeed

lim
sÑ8

colspGq “ twpGq ` 1.

Observe that a graph H is a minor of a graph G if and only if there are pairwise vertex-disjoint
subtrees pTvqvPV pHq in G such that for each edge vw P EpHq there is an edge between Tv and
Tw in G. For r P N, if each such tree Tv has radius at most r, then H is an r-shallow minor of
G. Let

∇rpGq :“ max
H

|EpHq|

|V pHq|
,

taken over all r-shallow (non-empty) minors H of G. A graph class G has bounded expansion if
there is a function f : N0 Ñ R such that ∇rpGq ď fprq for every graph G P G and r P N0. A
graph class G has linear or polynomial expansion respectively if there is a linear or polynomial
expansion function.

6



2.3 Product Structure Theorems

For graphs G and H, the strong product G b H is the graph with vertex-set V pGq ˆ V pHq,
where vertices pv, wq and px, yq are adjacent if:

• v “ x and wy P EpHq, or
• w “ y and vx P EpGq, or
• vx P EpGq and wy P EpHq.

The proofs of our main theorems depend on the following recent product structure results.
Bose, Dujmović, Javarsineh, Morin, and Wood [11] defined the row-treewidth of a graph G to
be the minimum k P N0 such that G is isomorphic to a subgraph of H b P for some graph
H with treewidth k and path P . The motivation for this definition is the following ‘Planar
Graph Product Structure Theorem’ of Dujmović, Joret, Micek, Morin, Ueckerdt, and Wood [17]
(improved by Ueckerdt, Wood, and Yi [46]).

Theorem 1 ([17, 46]). Every planar graph has row-treewidth at most 6.

Theorem 1 was generalised for graphs of given Euler genus.

Theorem 2 ([17, 46]). Every graph of Euler genus γ has row-treewidth at most 2γ ` 6.

More generally, Dujmović et al. [17] proved that a minor-closed class has bounded row-treewidth
if and only if it excludes some apex graph7. For an arbitrary proper minor-closed class, Dujmović
et al. [17] obtained by the following ‘Graph Minor Product Structure Theorem’, where A`B
is the complete join of graphs A and B (obtained from disjoint copies of A and B by adding
every edge with one end-vertex in A and one end-vertex in B).

Theorem 3 ([17]). For every graph X, there exist k, a P N such that every X-minor-free graph
has a tree-decomposition in which every torso is a subgraph of pH b P q `Ka for some graph H
of treewidth at most k and some path P .

Product structure theorems for several non-minor-closed classes are known [18, 28]. Here is one
example.

Theorem 4 ([18]). Every pγ, kq-planar graph has row-treewidth Opγk6q.

With these tools in hand we now give the intuition behind our proofs. First note that Bonnet
et al. [4] showed that for all graphs G and H,

twwpGbHq ď maxttwwpGqp∆pHq ` 1q ` 2∆pHq, twwpHq `∆pHqu.

However, this is not enough to conclude results about subgraphs of GbH since twin-width is
not monotone. Consider a subgraph G of H b P where H has bounded tree-width and P is a
path. As mentioned in Section 1, H has bounded component twin-width. This says there is a
reduction sequence for H such that each red component X has bounded size. Observe that
X bP has bounded bandwidth. Our strategy is to construct a reduction sequence for G so that

7A graph X is apex if X ´ v is planar for some vertex v.
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each red component is of the form X b P where X is a bounded-size subgraph of H, implying
each red subgraph has bounded bandwidth. A key to the proof is to find vertex identifications
so that the resulting graph stays a subgraph of some HbP . The above intuitive description has
some inaccuracies. Implementing this strategy rigorously needs several further ideas, especially
in the setting of powers (Section 4). Finally, to apply Theorem 3 for Kt-minor-free graphs we
need more ideas to cater for apex vertices and tree-decompositions (Section 5).

3 Neighbourhood Diversity

The following concept will help to optimise our bounds on reduced bandwidth and twin-width,
and is of independent interest because of connections to VC-dimension [22, 37, 41] and sparsity
theory [19, 41].

Fix a graph G and r P N. For vertices v, w P V pGq, let

distrGpv, wq :“
#

distGpv, wq if distGpv, wq ď r,
8 otherwise.

For A Ď V pGq and v P V pGqzA, the distance-r profile of v on A is

πrGpv,Aq :“ tpw,distrGpv, wqq : w P Au,

and the distance-r diversity on A is

πrGpAq :“ |tπrGpv,Aq : v P V pGqzAu|.

This definition is different to similar definitions in [19, 41] in that we only consider v P V pGqzA.
We use different notation to avoid confusion. Clearly, πrGpAq ď pr ` 1q|A|.

Our upper bounds on reduced bandwidth and twin-width are expressed in terms of πrGpAq for
sets A of a given size (see Lemma 20). Motivated by this connection, Section 3.1 presents
various upper bounds on π1

GpAq that are tight for graphs of given Euler genus (Lemma 13) and
Kt-minor-free graphs (Corollary 11). Section 3.2 gives an upper bound on π2

GpAq where G is a
graph of given Euler genus.

3.1 First Neighbourhoods

This subsection presents bounds on π1
GpAq for various graphs G. Note that

π1
GpAq “ |tNGpuq XA : u P V pGqzAu|.

So in a monotone class, we may assume that G is bipartite with bipartition tA, V pGqzAu, where
NGpuq XX ‰ NGpvq XX for distinct u, v P V pGqzA.

The following lemma is a more precise version of a result by Gajarský et al. [22] (see Lemma 7).
For a graph H and k P N0, let CpH, kq be the number of cliques of order k in H, where H
is considered to be the only clique of order 0 in G. So CpH, 0q “ 1, CpH, 1q “ |V pHq|, and
CpH, 2q “ |EpHq|. Let CpH,ď kq be the number of cliques of order at most k in H, and let
CpHq be the total number of cliques in H.

8



Lemma 5. Let G be a bipartite graph with bipartition tX,Y u, where Kt is not a 1-shallow
minor of G. Then there is a 1-shallow minor H of G on |X| vertices, such that

|tNGpuq : u P Y u| ď
#

CpH,ď t´ 2q if t ě 4
CpH,ď 2q if t “ 3.

Proof. We may assume that NGpuq ‰ NGpvq for all distinct u, v P Y . For i P N0, let Yi :“ tv P
Y : degGpvq “ iu. For each v P Y2, let Xv :“ NGpvq. By assumption, Xv ‰ Xw for distinct
v, w P Y2. Let A be a maximal set such that:

• Y2 Ď A Ď Y zpY0 Y Y1q, and
• for each v P A there exists Xv Ď NGpvq with |Xv| “ 2 where Xv ‰ Xw for all distinct
v, w P A.

Let H be the graph obtained from GrX YAs, where for each v P A, we pick one w P Xv and
contract the edge vw. So H is a 1-shallow minor of G (with each branch set centred at a vertex
in X), where |X| “ |V pHq| and |A| “ |EpHq| “ CpH, 2q.

Let B :“ Y zpY0 Y Y1 Y Aq. Consider a vertex w P B with d :“ degGpwq. So d ě 3 since
Y2 Ď A. By the maximality of A, we have NGpwq is a clique in H, implying Kd`1 is a 1-shallow
minor of G. Thus d P t3, 4, . . . , t ´ 2u. For distinct v, w P B, we have NGpvq ‰ NGpwq. So
|B| ď

řt´2
i“3 CpH, iq, and B “ H if t ď 4.

Also |Y0| ď 1 “ CpH, 0q and |Y1| ď |X| “ CpH, 1q. Therefore |Y | “ |Y0| ` |Y1| ` |A| ` |B| ď
CpH, 0q ` CpH, 1q ` CpH, 2q ` |B|. If t ď 4 then B “ H and |Y | ď CpH,ď 2q; otherwise
|Y | ď CpH, 0q ` CpH, 1q ` CpH, 2q `

řt´2
i“3 CpH, iq “ CpH,ď t´ 2q.

It is well known (see [48, 49]) that every d-degenerate graph G with n ě d vertices satisfies:

• CpG, kq ď
`

d
k´1

˘

pn´ pk´1qpd`1q
k q for all k P t0, 1, . . . , d` 1u,

• CpGq ď 2dpn´ d` 1q.

So Lemma 5 implies:

Corollary 6. For every graph G and set A Ď V pGq, if every 1-shallow minor of G on |A|
vertices is d-degenerate, then π1

GpAq ď mint2dp|A| ´ d` 1q, 2|A|u.

Corollary 6 is applicable with d “ t2∇1pGqu since every 1-shallow minor of a graph G is
t2∇1pGqu-degenerate. We obtain the following lemma, which is a slight strengthening of a result
of Gajarský et al. [22, Lemma 4.3].

Lemma 7. For every graph G with ∇1pGq ď k and for every set A Ď V pGq,

π1
GpAq ď mint2t2kup|A| ´ t2ku` 1q, 2|A|u.

Lemma 8. For every graph G with col5pGq ď c and for every set A Ď V pGq,

π1
GpAq ď mint2c´1p|A| ´ c` 2q, 2|A|u.
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Proof. Hickingbotham and Wood [28, Lemma 20] proved that for every graph G and every
r-shallow minor G1 of G, we have colspG1q ď col2rs`2r`spGq. Every graph G is pcol1pGq ´ 1q-
degenerate. Thus every 1-shallow minor of a graph G is pcol5pGq ´ 1q-degenerate. The result
follows from Corollary 6.

Lemma 9. For every pγ, kq-planar graph G and for every set A Ď V pGq,

π1
GpAq ď mint222p2γ`3qpk`1q´1p|A| ´ 22p2γ ` 3qpk ` 1q ` 2q, 2|A|u.

Proof. Van den Heuvel and Wood [47] proved that colspGq ď 2p2γ ` 3qpk ` 1qp2s ` 1q. The
result follows from Lemma 8.

Lemma 10. For every graph G with row-treewidth at most k and for every set A Ď V pGq,

π1
GpAq ď mint211k`10p|A| ´ 11k ´ 9q, 2|A|u.

Proof. By assumption, G is isomorphic to a subgraph of H b P , where twpHq ď k and P is a
path. Hickingbotham and Wood [28, Lemma 22] showed that

colspH b P q ď p2s` 1q colspHq ď p2s` 1qptwpHq ` 1q.

In particular, col5pGq ď col5pH b P q ď 11pk ` 1q. The result follows from Lemma 8.

We get improved bounds for minor-closed classes. For every n-vertex Kt-minor-free graph G,
Kostochka [32] and Thomason [45] independently showed that G has Opt

?
log t |V pGq|q edges,

and Fox and Wei [21] showed that G has at most 32t{3`optq|V pGq| cliques. Lemma 5 implies:

Corollary 11. For every Kt-minor-free graph G and for every set A Ď V pGq,

π1
GpAq ď 32t{3`optq|A| ` 1.

We now show that this bound is tight up to the optq term. We may assume 2t “ 3p` 2 for some
even p P N. Let H be the complete p-partite graph K2,...,2, which can be obtained from K2p by
deleting a perfect matching v1w1, . . . , vpwp. Obviously, the largest complete subgraph in H is
Kp. Wood [48] showed that the largest complete graph minor in H is K3p{2 (with branch sets
tv1u, . . . , tvpu, tw1, w2u, . . . , twp´1, wpu). So H is Kt-minor-free (since t ą 3

2p). It is well known
that H has exactly 3p cliques (since if Ci is any element of tH, tviu, twiuu, then C1 Y ¨ ¨ ¨ Y Cp
is a clique, giving 3p cliques in total, and every clique in H is obtained this way). Let G be the
bipartite graph with bipartition tX,Y u, where X “ V pHq and for each clique C in H, there is
a one vertex yC in Y with NGpyCq “ C. So G can be obtained from H by clique-sums with
complete graphs of order at most p`1 (and edge-deletions). So G is alsoKt-minor-free, and every
vertex in Y has a unique neighbourhood. Thus π1

GpXq “ |Y | “ 3p “ 3p2t´2q{3 “ 32t{3´Oplog tq|X|.

Corollary 12. For every graph G with treewidth k P N and for every set A Ď V pGq,

π1
GpXq ď

$

’

&

’

%

2|A| if k “ 1
2|A| if k ě 2 and |A| ď k

p2k ´ 1qp|A| ´ kq ` 2k if k ě 2 and |A| ě k

10



Proof. Let Y :“ V pGqzA. First suppose that k “ 1. So G and every minor of G is a forest. So
Lemma 5 is applicable with t “ 3. Thus, there is a minor H of G on |A| vertices, such that
π1
GpAq “ |tNGpuq XA : u P Y u| ď CpHq ď 2|A| since H is a forest.

Now assume that k ě 2. The class of treewidth-k graphs is proper minor-closed and has no
Kk`2 minor. So Lemma 5 is applicable with t “ k` 2 ě 4. Thus there is a minor H of G on |A|
vertices, such that |tNGpuq : u P Y u| ď CpH,ď kq. This is at most 2|A| if |A| ď k. Now assume
that |A| ě k ` 1. Every graph with treewidth at most k is k-degenerate. So H is k-degenerate,
implying

π1
GpAq “ |tNGpuq : u P Y u| ď

k
ÿ

i“0

`

k
i´1

˘`

|A| ´ pi´1qpk`1q
i

˘

“ 2kp|A| ´ k ` 1q ´ |A| ` k.

The bound in Corollary 12 is tight: Let H be a k-tree on n ě k vertices, which has 2kpn´k`1q
cliques and n´k cliques of size k` 1 [49]. Let G be the bipartite graph with bipartition tX,Y u,
where X “ V pHq and for each clique C with |C| ď k in H, there is a one vertex yC in Y with
NGpyCq “ C. So |Y | “ CpH,ď kq “ 2kpn´ k ` 1q ´ n` k. Given a tree-decomposition of H
with width k, for each clique C in H with |C| ď k, which must be in some bag B, add one new
bag B1 “ B Y tyCu adjacent to B to obtain a tree-decomposition of G with width k.

We have the following bound for graphs of given Euler genus. It follows from Euler’s formula
that |EpGq| ď 3p|V pGq| ` γ ´ 2q for every graph G with Euler genus γ; moreover, |EpGq| ď
2p|V pGq| ` γ ´ 2q if G is bipartite.

Lemma 13. For every graph G with Euler genus γ and for every set X Ď V pGq with |X| ě 2,

π1
GpXq ď 6|X| ` 5γ ´ 9.

Proof. We may assume that G is bipartite with bipartition tX,Y u, and that NGpuq ‰ NGpvq for
distinct u, v P Y (otherwise delete one of the vertices). For i P N0, let Yi :“ tu P Y : degGpuq “ iu.
Let G1 :“ G´ Y0 ´ Y1. Since G1 is bipartite,

|EpGq| ´ |Y1| “ |EpG
1q| ď 2p|V pG1q| ` γ ´ 2q “ 2p|V pGq| ´ |Y0| ´ |Y1| ` γ ´ 2q.

Thus
ÿ

iě0
i|Yi| “ |EpGq| ď 2|V pGq| ´ 2|Y0| ´ |Y1| ` 2γ ´ 4 “ 2

´

|X| `
ÿ

iě0
|Yi|

¯

´ 2|Y0| ´ |Y1| ` 2γ ´ 4.

Hence
|Y | ´ |Y0| ´ |Y1| ´ |Y2| “

ÿ

iě3
|Yi| ď

ÿ

iě3
pi´ 2q|Yi| ď 2|X| ` 2γ ´ 4,

implying |Y | ď 2|X| ` |Y0| ` |Y1| ` |Y2| ` 2γ ´ 4. Since NGpuq ‰ NGpvq for distinct u, v P Y ,
we have |Y0| ď 1 and |Y1| ď |X|. If H is obtained from GrX Y Y2s by contracting one
edge incident to each vertex in Y2, then H has no parallel edges and |X| vertices, implying
|Y2| “ |EpHq| ď 3p|X| ` γ ´ 2q. Hence

|Y | ď 2|X| ` 1` |X| ` 3p|X| ` γ ´ 2q ` 2γ ´ 4 “ 6|X| ` 5γ ´ 9.

11



Lemma 13 is also tight: Let G0 be a triangulation of a surface with Euler genus γ with at
least four vertices. Let G be obtained from G0 as follows: add one vertex adjacent to the
three vertices of each face of G0, subdivide each edge of G0, add one vertex adjacent to each
vertex of G0, and add one isolated vertex. So G is bipartite with bipartition tX,Y u where
X :“ V pG0q and Y :“ V pGqzX. No two vertices in Y have the same neighbourhood, and
|Y | “ |Y0| ` |Y1| ` |Y2| ` |Y3| “ 1` |X| ` 3p|X| ` γ ´ 2q ` 2p|X| ` γ ´ 2q “ 6|X| ` 5γ ´ 9.

3.2 Second Neighbourhoods

This section gives bounds on the second neighbourhood diversity in graphs of given Euler genus.
These results are useful for bounding the reduced bandwidth of squares and map graphs.

Lemma 14. Let G be a graph of Euler genus γ, and let X Ď V pGq with |X| ě 2. Let
Y :“ NGpXq and Z :“ V pGqzpX Y Y q. Then

|tN2
Gpvq XX : v P Zu| ď p60γ2 ` 125γ ` 68q|X| ´ 120γ2 ´ 250γ ´ 132.

Proof. We may assume that N2
Gpvq XX ‰ N2

Gpwq XX for all distinct v, w P Z. Let Z0 :“ tv P
Z : |N2

GpvqXX| “ 0u and Z1 :“ tv P Z : |N2
GpvqXX| “ 1u and Z2 :“ tv P Z : |N2

GpvqXX| ě 2u.
Thus |Z0| ď 1 and |Z1| ď |X|. By Lemma 16 below, |Z2| ď p60γ2` 125γ ` 67qp|X| ´ 2q ` 1. In
total, |Z| ď p60γ2`125γ`67qp|X|´2q` |X|`2 “ p60γ2`125γ`68q|X|´120γ2´250γ´132,
as desired.

The proof of Lemma 16 uses the next lemma, which follows from [35, Proposition 4.2.7] and
the discussion after it.

Lemma 15. If K2,2γ`2 is embedded in a surface of Euler genus γ, then some 4-cycle in K2,2γ`2
is contractible.

Lemma 16. Let G be a graph of Euler genus γ, and let X Ď V pGq with |X| ě 2. Let
Y :“ NGpXq and Z :“ V pGqzpXYY q. Assume that |N2

GpvqXX| ě 2 for every vertex v P Z, and
that N2

GpvqXX ‰ N2
GpwqXX for all distinct v, w P Z. Then |Z| ď p60γ2`125γ`67qp|X|´2q`1.

Proof. We prove that |Z| ď cp|X| ´ 2q ` 1 by induction on |Y |, where c :“ 60γ2 ` 125γ ` 67.
(This choice of c will become clear at the end of the proof.) In the base case, if |X| “ 2 then
|Z| ď 1 “ cp|X| ´ 2q ` 1. Now assume that |X| ě 3. We may assume that each of X, Y and Z
are independent sets.

First suppose that there is a set Y0 Ď Y and distinct vertices x1, x2 P X such that |Y0| ě 2γ ` 2
and NGpyq XX “ tx1, x2u for each y P Y . Thus Grtx1, x2u Y Y0s contains a K2,2γ`2 subgraph.
By Lemma 15, there is a contractible 4-cycle C “ px1, y1, x2, y2q in G, for some y1, y2 P Y0.

Thus G “ G1 YG2 for some induced subgraphs G1 and G2 of G with G1 XG2 “ C, where C is
the boundary of a face of both G1 and G2. Let G1 be the graph obtained from G1 by identifying
y1 and y2 into a vertex y1. Let G2 be the graph obtained from G2 by identifying y1 and y2 into
a vertex y2. Since y1 and y2 are on a common face before their identification, G1 and G2 have
Euler genus at most g.

12



Let X 1 :“ V pG1q X X and X2 :“ V pG2q X X. Note that X 1 X X2 “ tx1, x2u. Let Y 1 :“
pV pG1q X Y q Y ty1u and Y 2 :“ pV pG2q X Y q Y ty2u. Note that |Y 1| ă |Y | and |Y 2| ă |Y |. Let
Z 1 :“ V pG1q X Z and Z2 :“ V pG2q X Z. Note that Z 1 and Z2 partition Z.

We claim that |N2
G1pvq XX

1| ě 2 for each v P Z 1. Suppose that |N2
G1pvq XX

1| ď 1. Then there
is a vertex from N2

GpvqXX in G2´V pG1q. Since C is separating, v is adjacent to y1 or y2 in G,
implying x1, x2 P N

2
G1pvq and |N2

G1pvq XX 1| ě 2, as desired. Similarly, |N2
G2pvq XX2| ě 2 for

each v P Z2.

Since NG1py
1qXX 1 “ NGpy1qXX “ NGpy2qXX “ tx1, x2u, we have N2

G1pvqXX
1 “ N2

GpvqXX
for every v P Z 1. Hence N2

G1pvq XX
1 ‰ N2

G1pwq XX
1 for distinct vertices v, w P Z 1. Similarly,

N2
G2pvq XX

2 ‰ N2
G2pwq XX

2 for distinct vertices v, w P Z2.

By assumption, there is at most one vertex v P Z with N2
GpvqXX “ NGpy1qXX. Without loss

of generality, if such a vertex v exists, then v is not in Z2. Add a new vertex z to Z2 and to G2
only adjacent to y2 in G2. Then x1, x2 P N

2
G2pzq XX

2 and |N2
G2pzq XX

2| ě 2 as required. If
N2
G2pzq XX

2 “ N2
G2pvq XX

2 for some vertex v P Z2ztzu, then N2
G2pvq XX

2 “ N2
G2pzq XX

2 “

NGpy1q, which contradicts the above property of Z2. Hence N2
G2pzq XX

2 ‰ N2
G2pvq XX

2 for
every vertex v P Z2ztzu.

Now |Z1| ` |Z2| “ |Z| ` 1. We have shown that X 1, Y 1 and Z 1 satisfy the assumptions of the
inductive hypothesis within G1. Since |Y 1| ă |Y |, by induction, |Z 1| ď cp|X 1| ´ 2q ` 1. Similarly,
|Z2| ď cp|X2| ´ 2q ` 1. Hence

|Z| “ |Z 1| ` |Z2| ´ 1 ď cp|X 1| ´ 2q ` 1` cp|X2| ´ 2q ` 1´ 1
“ cp|X 1| ` |X2| ´ 4q ` 1
“ cp|X| ´ 2q ` 1,

as desired. Now assume that there are no such vertices x1, x2 P X and set Y0.

As illustrated in Figure 2, let Y 1 be the set of vertices in Y with exactly one neighbour
in X. Let Y 1

1 , . . . , Y
1
p be the partition of Y 1, where for all v P Y 1

i and w P Y 1
j we have

NGpvq X X “ NGpwq X X if and only if i “ j. Let y1
i be a vertex in Y 1

i and let xi be the
neighbour of y1

i in X.

Let Y 2 be the set of vertices in Y with exactly two neighbours in X. Let Y 2
1 , . . . , Y

2
q be the

partition of Y 2, where for all v P Y 2
i and w P Y 2

j we have NGpvq XX “ NGpwq XX if and only
if i “ j. As shown above, |Y 2

i | ď 2γ ` 1 for each i P t1, . . . , qu. Let y2
i be a vertex in Y 2

i .

Let Y 3 be the set of vertices in Y with at least three neighbours in X. Let Y 3
1 , . . . , Y

3
r be the

partition of Y 3, where for all v P Y 3
i and w P Y 3

j we have NGpvq XX “ NGpwq XX if and only
if i “ j. Since K3,2γ`3 has Euler genus greater than γ, |Y 3

i | ď 2γ ` 2 and |Y 3| ď p2γ ` 2qr. Let
y3
i be a vertex in Y 3

i .

By construction, the vertices y1
1, . . . , y

1
p, y

2
1, . . . , y

2
q , y

3
1, . . . , y

3
r have pairwise distinct non-empty

neighbourhoods in X. By Lemma 13 applied to the bipartite graph between X and
ty1

1, . . . , y
1
p, y

2
1, . . . , y

2
q , y

3
1, . . . , y

3
ru, we have p` q` r ď p6|X| ` 5γ ´ 9q ´ 1 “ 6|X| ` 5γ ´ 10. In

fact, p ď |X| and q ` r ď 5|X| ` 5γ ´ 10.

Let H be the graph obtained from G as follows: delete Xztx1, . . . , xpu, delete any edges between
tx1, . . . , xpu and Y 2 Y Y 3, and for each i P t1, . . . , pu contract txiu Y Y 1

i (which induces a star)
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(a)

X

Y

Y 1
1

b b b

b b b

Y 1
p Y 2

1
b b b

b b b

Y 2
q Y 3

1
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b b b

Y 3
r

b b b

x1 xp

Z

b
b
b

b
b
b

b
b
b

b
b
b

b
b
b

b
b
b

Y 2
1

b b b

b b b

Y 2
q Y 3

1
b b b

b b b

Y 3
r

h1 hp
b b b

b
b
b

b
b
b

b
b
b

b
b
b

(b)

Figure 2: (a) The sets X,Y 1
1 , . . . , Y

1
p , Y

2
1 , . . . , Y

2
q , Y

3
1 , . . . , Y

3
r , Z in G. (b) The graph H.

into a new vertex hi. Note that H is bipartite and planar, with one colour class Z and the
other colour class th1, . . . , hpu Y Y

2 Y Y 3, which has size at most

p`|Y 2|` |Y 3| ď p`p2γ`1qq`p2γ`2qr ď p`p2γ`2qpq`rq ď |X|`p2γ`2qp5|X|`5γ´10q.

For each v P Z,

N2
Gpvq XX “ txi : hi P NHpvqu Y

´

ď

uPNHpvqzth1,...,hpu

NGpuq XX
¯

.

ThusN2
GpvqXX is determined byNHpvq. For all distinct v, w P Z, sinceN2

GpvqXX ‰ N2
GpwqXX,

we have NHpvq ‰ NHpwq. By Lemma 13 applied to H,

|Z| ď 6pp`|Y 2|`|Y 3|q`5γ´10 ď 6
`

|X|`p2γ`2qp5|X|`5γ´10q
˘

`5γ´10 ď cp|X|´2q`1,

since |X| ě 3. Indeed, c is defined so that this final inequality holds.

Lemma 17. Let f : NÑ N be a function and let G be a monotone class, such that for every
G P G and X Ď V pGq and Z Ď V pGqzNGrXs,

|tN2
Gpvq XX : v P Zu| ď fp|X|q.

Then π2
GpXq ď π1

GpXq fp|X|q.

Proof. Let s :“ π1
GpXq and t :“ fp|X|q. Let Y :“ V pGqzX. Let Y1, . . . , Ys be a partition of Y

where v, w P Yi if and only if NGpvq XX “ NGpwq XX. For each i P t1, . . . , su, let Gi be the
graph obtained from G by deleting the edges between Yi and X. Since G is monotone, Gi P G,
implying |tN2

Gi
pvq XX : v P Yiu| ď t. Let Yi,1, . . . , Yi,t be a partition of Yi where v, w P Yi,j if

and only if N2
Gi
pvq XX “ N2

Gi
pwq XX. It follows that for each i P t1, . . . , su and j P t1, . . . , tu,

we have πG2 pv,Xq “ πG2 pw,Xq for all v, w P Yi,j . Thus π2
GpXq ď st, as desired.

Lemmas 13, 14 and 17 imply the following bound on π2
G for graphs of given Euler genus.

Corollary 18. For every graph G of Euler genus γ and for every set X Ď V pGq with |X| ě 2,

π2
GpXq ď p6|X| ` 5γ ´ 9qpp60γ2 ` 125γ ` 68q|X| ´ 120γ2 ´ 250γ ´ 132q.
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4 Bounded Row Treewidth Classes

This section presents upper bounds on reduced bandwidth and twin-width for powers of graphs
with bounded row-treewidth, which includes planar graphs, graphs with Euler genus γ, pγ, kq-
planar graphs, and map graphs. The heart of the proof is Lemma 19 below, which depends on
the following definition. As illustrated in Figure 3, for x, q P N with q ě 2, let S˚x,q be the graph
where:

• V pS˚x,qq is the disjoint union of sets Q,A1, . . . , Ax, B1, . . . , Bx, C1, . . . , Cx with |Q| “ 2q´1
and |Ai| “ |Bi| “ |Ci| “ q for all i P t1, . . . , xu, and

• Q Y A1 is a clique, Q Y B1 is a clique, Q Y C1 is a clique, and for all P t1, . . . , x ´ 1u,
Ai YAi`1 is a clique, Bi YBi`1 is a clique, and Ci Y Ci`1 is a clique.

For x, q, r P N with q ě 2, let Sx,q,r be the graph obtained from pS˚x,qq
r by removing all edges

between B1Y ¨ ¨ ¨ YBx and C1Y ¨ ¨ ¨ YCx. We call Q the center of Sx,q,r. Note that the vertices
in Q have maximum degree in Sx,q,r. Thus

∆pSx,q,rq ď p3r ` 2qq ´ 2. (1)

Considering the vertex-ordering Ax, Ax´1, . . . , A1, Q,B1, C1, B2, C2, . . . , Bx, Cx we see that

bwpSx,q,rq ď |Q| `
r
ÿ

i“1
p|Bi| ` |Ci|q ´ 1 “ p2q ´ 1q ` 2qr ´ 1 “ p2r ` 2qq ´ 2. (2)

Figure 3: An illustration of S˚x,q.

Lemma 19. Let k, q, r P N with q ě k ` 1. Let f be a monotone and union-closed graph
parameter and let g : Nˆ NÑ R be a function such that fpSx,q,rq ď gpq, rq for all x P N. Let
P be a path and let H be a graph admitting a pk, qq-rooted tree-decomposition pT,Bq. Let F be
a trigraph with V pF q Ď V pH b P q such that:

• (red edge condition) for every red edge vw of F , there is a leaf bag B with parent B1 in
pT,Bq such that v, w P pBzB1q ˆ V pP q;

• (separation condition) for every rooted separation pC,Dq of H from pT,Bq and every
z P V pP q, we have |tNF pvq X pD ˆ V pP qq : v P ppCzDq ˆ tzuq X V pF qu| ď q; and

• (neighbourhood condition) for every z P V pP q and v P pV pHq ˆ tzuq X V pF q, we have
NF rvs Ď V pHq ˆN r

P rzs.
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Then fÓpF q ď gpq, rq.

Proof. We may assume that V pF q “ V pH b P q because adding isolated vertices preserves the
above three conditions and fÓpF q. Say P “ pw1, w2, . . . , w`q. Let T :“ pT,Bq and let R be the
root bag of T . We proceed by induction on the number of bags of T . Since the root bag is
empty, T has at least two bags.

First suppose that T consists of exactly two bags. Since pT,Bq is pk, qq-rooted, |V pHq| ď q.
By the neighbourhood condition, the underlying graph of F is isomorphic to a subgraph of
S`,q,r. By assumption, fpS`,q,rq ď gpq, rq, and since f is monotone, for every subgraph Y of
S`,q,r, fpY q ď gpq, rq. We obtain a reduction sequence of F as follows. For i “ 1, . . . , ` ´ 1,
arbitrarily identify V pHq ˆ twiu into a vertex, and then identify the resulting vertex with a
vertex in V pHq ˆ twi`1u. Lastly, we identify V pHq ˆ tw`u into a vertex. The underlying graph
of every trigraph in this reduction sequence is isomorphic to a subgraph of S`,q,r, which shows
that fÓpF q ď gpq, rq.

Now assume that T has at least three bags. Let B be an internal bag at maximum distance in
T from R. So all the children of B are leaf bags. If B “ R, then let Y :“ H; otherwise, let
Y :“ B XB1 where B1 is the parent of B.

First suppose that B has at least two child bags Q and Q1. If |pQYQ1qzB| ď q, then we obtain
a tree-decomposition from T by removing Q and Q1 and attaching a leaf bag QYQ1 to B. This
results in a new tree-decomposition that satisfies the given conditions and has one fewer bag.
So we are done by induction. Now assume that |pQYQ1qzB| ą q.

Since pT,Bq is pk, qq-rooted, |pQ Y Q1qzB| ď 2q. Furthermore, since V pF q “ V pH b P q, for
each w P V pP q, we have |ppQ Y Q1qzBq ˆ twu| “ |pQ Y Q1qzB| ą q. Let C :“ Q Y Q1 Y B
and D :“ pV pHqzpQYQ1qq Y B. Note that pC,Dq is a rooted separation of H at B. By the
separation condition, for each w P V pP q,

|tNF pvq X pD ˆ V pP qq : v P ppCzDq ˆ twuq X V pF qu| ď q.

So, for each w P V pP q, there are distinct vertices y and z in ppQ YQ1qzBq ˆ twu having the
same neighbourhood on D ˆ V pP q.

For i “ 1, 2, . . . , `, reduce ppQYQ1qzBq ˆ twiu into a set of q vertices, by repeatedly choosing
two vertices having the same neighbourhood on D ˆ V pP q. Note that we create no red edge
incident with D ˆ V pP q.

Suppose that U is the red graph constructed immediately after identifying some vertices of
ppQYQ1qzBq ˆ twiu for some i. We claim that fpUq ď gpq, rq.

For each j ă i, ppQ Y Q1qzBq ˆ twju has been identified to a set of q vertices, say Wj . For
each j ą i, pQzBq ˆ twju and pQ1zBq ˆ twju are not yet identified, and so there are only black
edges between

Ť

jąipQzBq ˆ twju and
Ť

jąipQ
1zBq ˆ twju by the red edge condition. Also,

ppQYQ1qzBq ˆ twiu has been identified to at most 2q ´ 1 vertices, because at least one pair of
vertices is identified. Call it Wi. See Figure 4 for an illustration.

Let

A1 :“
ď

jďi

Wi Y

˜

ď

jąi

pQzBq ˆ twju

¸

Y

˜

ď

jąi

pQ1zBq ˆ twju

¸

,
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Figure 4: Identifications on
Ť

jPt1,2,...,`uppQYQ
1qzBq ˆ twju, when r “ 1.

and let A2 :“ V pUqzA1. Observe that A2 “ D ˆ V pP q. Since we create no red edge incident
with DˆV pP q during the identifications, there is no edge between A1 and A2 in U . Furthermore,
by the red edge condition and the neighbourhood condition, for each component of U rA2s, its
underlying graph is a subgraph of S`,q,r. Thus, fpU rA2sq ď gpq, rq. Also, the underlying graph of
U rA1s is a subgraph of S`,q,r where Wi is a subset of the center of S`,q,r. So, fpU rA1sq ď gpq, rq.
Since f is union-closed, fpUq ď gpq, rq.

Now we explain how to apply the induction hypothesis to the resulting trigraph. Let F 1 be
the resulting trigraph. Let H 1 be the graph obtained from H by removing pQ Y Q1qzB and
adding a clique Z of size q that is complete to B. We obtain a tree-decomposition pT 1,B1q of
H 1 from pT,Bq by removing bags Q and Q1, and adding a new bag Z YB incident with B (and
|pZ YBqzB| ď q as desired). Observe that F 1 is a trigraph with V pF 1q Ď V pH 1 b P q satisfying
the red edge and neighbourhood conditions.

We verify that F 1, H 1, and pT 1,B1q satisfy the separation condition. Let pC 1, D1q be a rooted
separation of F 1 of H 1 from pT 1,B1q, and let z P V pP q.

Case 1. Z Ď C 1:

Let pCpre, D1q be the rooted separation of H obtained from pC 1, D1q by removing Z from C 1

and adding pQYQ1qzB. Since we identified two vertices in pCprezD1q ˆ tzu that have the same
neighbourhood on D1 ˆ V pP q,

ˇ

ˇ

 

NF 1pvq X pD
1 ˆ V pP qq : v P ppC 1zD1q ˆ tzuq X V pF 1q

(ˇ

ˇ

ď
ˇ

ˇ

 

NF pvq X pD
1 ˆ V pP qq : v P ppCprezD1q ˆ tzuq X V pF q

(ˇ

ˇ ď q.

Case 2. Z Ď D1:

Let pC 1, Dpreq be the rooted separation of H obtained from pC 1, D1q by removing Z from D1

and adding pQYQ1qzB. Again, since we identified two vertices in pDprezC
1q ˆ tzu that have

the same neighbourhood on C 1 ˆ V pP q,
ˇ

ˇ

 

NF 1pvq X pD
1 ˆ V pP qq : v P ppC 1zD1q ˆ tzuq X V pF 1q

(
ˇ

ˇ

ď
ˇ

ˇ

 

NF pvq X pDpre ˆ V pP qq : v P ppC 1zDpreq ˆ tzuq X V pF q
(
ˇ

ˇ ď q.

Thus, F 1, H 1, and pT 1,B1q satisfy the separation condition.

Since pT 1,B1q has one fewer bag than pT,Bq, by induction, there is a reduction sequence L1
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of F 1, where for every trigraph G in L1, fp rGq ď gpq, rq. Together with the partial reduction
sequence producing F 1 from F , this gives the desired reduction sequence for F .

To finish the proof, it remains to consider the case in which B has exactly one child bag Q.
Since T has at least three bags, B has its parent B1 and Y “ B X B1. Now, pB Y QqzY
has at most q ` k ` 1 ď 2q vertices, and we can do the same procedure in Cases 1 or 2 to
reduce ppB Y QqzY q ˆ twu (for each w P V pP q) to a set of at most q vertices by identifying
two vertices having the same neighbourhood on

Ť

jPt1,2,...,`u Y ˆ twju. This will correspond
to vertices of H forming one bag with Y . Note that at the beginning, all edges between
Ť

jPt1,2,...,`uppB YQqzY q ˆ twju and
Ť

jPt1,2,...,`u Y ˆ twju are black. So, the underlying graphs
of red graphs constructed from

Ť

jPt1,2,...,`uppB YQqzY q ˆ twju will be subgraphs of S`,q,r.

Let F 1 be the resulting trigraph. Let H 1 be the graph obtained from H by removing pBYQqzY
and adding a clique Z of size q that is complete to Y . We obtain a tree-decomposition pT 1,B1q
of H 1 from pT,Bq by removing bags Q and B, and adding a new bag Z Y Y incident with B1
(and |ZzB1| ď q as desired). It is not difficult to see that F 1, H 1, pT 1,B1q satisfy the red edge,
separation, and neighbourhood conditions. So, we can apply induction, which completes the
proof of the lemma.

We now rewrite Lemma 19 in a more useful form.

Lemma 20. Let k, r, π˚ P N. Let G be a graph with row-treewidth k, such that πrGpXq ď π˚

for every set X Ď V pGq with |X| ď p2r ` 1qpk ` 1q. Then

bwÓpGrq ď p2r ` 2qπ˚ ´ 2 and twwpGrq ď p3r ` 2qπ˚ ´ 2.

Proof. We may assume that G Ď H bP , where twpHq ď k and P is a path. We now show that
Lemma 19 is applicable, where F is the trigraph obtained from Gr with no red edges. The red
edge condition holds trivially.

Consider a rooted tree-decomposition pT,Bq of H with width at most k. Let pC,Dq be a rooted
separation of pT,Bq. Consider z P V pP q and v P ppCzDqˆtzuqXV pF q. Every path in G from v
to DˆV pP q with length at most r must intersect pCXDqˆN r

P rzs. Thus NF pvqXpDˆV pP qq is
determined by the distance-r profile of v on pCXDqˆN r

P rzs, which has at most p2r` 1qpk` 1q
vertices. Thus

|tNF pvq X pD ˆ V pP qq : v P ppCzDq ˆ tzuq X V pF qu| ď πrGppC XDq ˆN
r
P rzsq ď π˚.

Hence the separation condition in Lemma 19 holds with q “ π˚. The neighbourhood condition
holds since NF rvs “ N r

Grvs and G Ď H b P .

For the upper bound on bwÓ, we may apply Lemma 19 with f “ bw and gpq, rq “ p2r` 2qq´ 2
by (2). Thus bwÓpGq ď gpq, rq “ p2r ` 2qπ˚ ´ 2.

For the upper bound on tww, we may apply Lemma 19 with f “ ∆ and gpq, rq “ p3r ` 2qq ´ 2
by (1). Thus twwpGq ď gpq, rq “ p3r ` 2qπ˚ ´ 2.

Since πrGpAq ď pr ` 1q|A|, Lemma 20 is applicable with π˚ “ pr ` 1qp2r`1qpk`1q. Thus:
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Corollary 21. For every graph G with row-treewidth k and for r P N,

bwÓpGrq ď 2pr ` 1qp2r`1qpk`1q`1 ´ 2 and twwpGrq ď p3r ` 2qpr ` 1qp2r`1qpk`1q ´ 2.

Corollary 21 and Theorem 2 imply:

Corollary 22. For every graph G with Euler genus γ and for r P N,

bwÓpGrq ď 2pr ` 1qp2r`1qp2γ`7q`1 ´ 2 and twwpGrq ď p3r ` 2qpr ` 1qp2r`1qp2γ`7q ´ 2.

In particular, for every planar graph G and r P N,

bwÓpGrq ď 2pr ` 1q14r`8 ´ 2 and twwpGrq ď p3r ` 2qpr ` 1q14r`7 ´ 2.

Applying the neighbourhood complexity bounds from Section 3.1 we obtain the following
improved bounds in the r “ 1 case.

Theorem 23. For every graph G with Euler genus γ,

bwÓpGq ď 164γ ` 466 and twwpGq ď 205γ ` 583.

In particular, for every planar graph G,

bwÓpGq ď 466 and twwpGq ď 583.

Proof. By Theorem 2, G has row-treewidth at most k :“ 2γ ` 6. By Lemma 13, for every
X Ď V pGq we have π1

GpXq ď maxt4, 6|X| ` 5γ ´ 9u, which is at most 41γ ` 117 when |X| ď
3pk` 1q “ 6γ` 21. The result thus follows from Lemma 20 with r “ 1 and π˚ “ 41γ` 117.

Theorem 24. For every graph G with row-treewidth k and col5pGq ď c,

bwÓpGrq ď 5 mint2c´1p3k´ c` 1q, 23pk`1qu and twwpGrq ď 8 mint2c´1p3k´ c` 1q, 23pk`1qu

Proof. By Lemma 8, for every X Ď V pGq we have π1
GpXq ď mint2c´1p|X| ´ c` 2q, 2|X|u, which

is at most mint2c´1p3k ´ c ` 1q, 23pk`1qu when |X| ď 3pk ` 1q. The result thus follows from
Lemma 20 with r “ 1 and π˚ “ mint2c´1p3k ´ c` 1q, 23pk`1qu.

Theorem 25. Every pγ, kq-planar graph G has reduced bandwidth,

bwÓpGq ď 2Opγkq.

Proof. By Theorem 4, G has row-treewidth Opγk6q. By Lemma 9, for every X Ď V pGq we have
π1
GpXq ď 222p2γ`3qpk`1q´1|X|, which is in 2Opγkq when |X| P Opγk6q. The result thus follows

from Lemma 20 with r “ 1 and π˚ “ 2Opγkq.

We have the following result for squares of graphs of given Euler genus.
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Theorem 26. For every graph G of Euler genus γ,

bwÓpG2q ď 234000γ4 ` 1983300γ3 ` 5769330γ2 ` 6671550γ ` 2711084 and
twwpG2q ď 312000γ4 ` 2644400γ3 ` 7692440γ2 ` 8895400γ ` 3614782.

In particular, for every planar graph G,

bwÓpG2q ď 2711084 and twwpG2q ď 3614782.

Proof. By Theorem 2, G has row-treewidth at most k :“ 2γ ` 6. By Corollary 18, for every set
X Ď V pGq,

π2
GpXq ď maxt2, p6|X| ` 5γ ´ 9qpp60γ2 ` 125γ ` 68q|X| ´ 120γ2 ´ 250γ ´ 132qu.

The result thus follows from Lemma 20 with r “ 2 and

π˚ “ p6p5pk ` 1qq ` 5γ ´ 9qpp60γ2 ` 125γ ` 68q5pk ` 1q ´ 120γ2 ´ 250γ ´ 132q
“ 39000γ4 ` 330550γ3 ` 961555γ2 ` 1111925γ ` 451848.

We now give an example of the application of Theorem 26. Map graphs are defined as follows.
Start with a graph G0 embedded in a surface of Euler genus γ, with each face labelled a ‘nation’
(or a ‘lake’). Let G be the graph whose vertices are the nations of G0, where two vertices are
adjacent in G if the corresponding faces in G0 share a vertex. Then G is called a map graph
of Euler genus γ. A map graph of Euler genus 0 is called a (plane) map graph; see [13, 20]
for example. Map graphs generalise graphs embedded in surfaces, since a graph G has Euler
genus at most γ if and only if G has a representation as a map graph of Euler genus at most γ
with the extra property that each vertex of G0 is incident with at most three nations [16]. Our
results for map graphs are independent of the number of nations incident to each vertex of G0.
It follows from the definition that for each map graph G of Euler genus γ, there is a bipartite
graph H with bipartition tA,Bu, such that H has Euler genus at most γ and V pGq “ A and
vw P EpGq whenever v, w P NHpbq for some b P B (see [16]); G is called the half-square of H.
Note that G is an induced subgraph of H2. Since reduced bandwidth is hereditary8, the results
in Theorem 26 also hold for map graphs of Euler genus γ. We emphasise there is no dependence
on the maximum degree (which is customary when considering map graphs).

The proof of Lemma 19 is constructive and the desired reduction sequence can be found in
time Op|V pF q|2q when H and P are given. For all the above examples, the graphs H and P
can be found in Op|V pGq|2q time; see [12, 17, 18, 36] for details and speed-ups. So the desired
reduction sequence can be found in Op|V pGq|2q time.

5 Proper Minor-Closed Classes

This section shows that fixed powers of graphs in any proper minor-closed class have bounded
reduced bandwidth. To use the product structure theorem forKt-minor-free graphs (Theorem 3),

8It is an easy exercise to show that fÓ is hereditary for every monotone graph parameter f ; see [9, Section 4.1]
for a proof sketch in the case of twin-width.
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we first prove an upper bound on the reduced bandwidth of the r-th power of a subgraph of
pH bP q `Ka where H has bounded treewidth, P is a path, and a P N. To do so, in Lemma 27
below we prove an extension of Lemma 19 that allows for apex vertices. Consider the r-th
power of a subgraph of pH b P q `Ka. There may exist an edge vw with v, w P V pHq ˆ V pP q
where the corresponding vertices in P are far apart in P , because there may exist a path of
length at most r through some vertices in Ka. So the neighbourhood condition of Lemma 19 is
no longer relevant. Instead, red edges are controlled by a new ‘red edge condition’, and black
edges are controlled by two separation conditions. The second separation condition is necessary
to deal with the base case when the tree-decomposition of H has one non-empty bag.

Lemma 27. Let a, k, q, r P N with q ě k ` 1. Let f be a monotone and union-closed graph
parameter and let g : Nˆ NÑ R be a function such that fpSx,q,rq ď gpq, rq for all x P N. Let
P “ pw1, w2, . . . , w`q be a path and let H be a graph admitting a pk, qq-rooted tree-decomposition
pT,Bq. Let F be a trigraph with V pF q Ď V ppH b P q `Kaq such that:

• (red edge condition) for every red edge vw of F , there is a leaf bag B with parent B1 in
pT,Bq and there are vertices x, y in P with distP px, yq ď r, such that v, w P pBzB1qˆtx, yu,

• (first separation condition) for every rooted separation pC,Dq of H from pT,Bq and every
z P V pP q,

|tNF pvq XM1 : v P ppCzDq ˆ tzuq X V pF qu| ď q,

where M1 “
´

D ˆ V pP q
¯

Y

´

C ˆ pV pP qzN r
P rzsq

¯

Y V pKaq,
• (second separation condition) for every t P t1, . . . , `u,

|tNF pvq XM2 : v P pV pHq ˆ tw1, . . . , wtuq X V pF qu| ď q,

where M2 “
`

V pHq ˆ twt`r`1, . . . , w`u
˘

Y V pKaq.

Then:

(1) there is a partial reduction sequence identifying pV pHq ˆ V pP qq X V pF q into at most q
vertices such that for every trigraph G in the sequence, G has no red edge incident with
V pKaq and fp rGq ď gpq, rq, and

(2) fÓpF q ď gpa` q, rq.

Proof. We identify the V pHq ˆ V pP q part using a partial reduction sequence similar to the one
in the proof of Lemma 19. The main difference in the induction step is that when we consider a
rooted separation pC,Dq from pT,Bq and z P V pP q, instead of choosing two vertices having the
same neighbourhood on Dˆ V pP q, here we choose two vertices having the same neighbourhood
on

´

D ˆ V pP q
¯

Y

´

C ˆ pV pP qzN r
P rzsq

¯

Y V pKaq.

This clearly preserves the new red edge and separation conditions. So, as in the proof
of Lemma 19, choose an internal bag B at maximum distance in pT,Bq from the root bag. Then
for i “ 1, 2, . . . , `, merge pQzBq ˆ twiu and pQ1zBq ˆ twiu for each wi P V pP q if B has two
child bags Q and Q1, and otherwise, merge pBzB1q ˆ twiu and pQzB1q ˆ twiu for the unique
child Q of B and the parent B1 of B. Because of the choice of identified vertices, for each red
component of an intermediate trigraph, its underlying graph is isomorphic to a subgraph of
S`,q,r, and has f at most gpq, rq.
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Now, we consider the base case where pT,Bq has two bags R and B, where R is the empty root
bag. We need a new argument for this case, because if we arbitrarily identify two vertices, then
we may create some red edges between two vertices contained in V pHq ˆ txu and V pHq ˆ tyu
where x and y are far from each other in P , and we cannot guarantee that the red graphs have
bounded f -values.

We prove by induction on ` that there is a partial reduction sequence identifying pV pHq ˆ
V pP qq X V pF q into at most q vertices, such that for every trigraph G in the sequence,

• G has no red edge incident with V pKaq, and fp rGq ď gpq, rq.

We may assume that H is a complete graph on q vertices. If ` “ 1, then V pHq ˆ V pP q has at
most q vertices, and there is nothing to show.

We assume that ` ą 1. If |pB ˆ tw1uq Y pB ˆ tw2uq| ď q, then remove B ˆ tw1u and replace
B ˆ tw2u with pB ˆ tw1uq Y pB ˆ tw2uq. Thus we can reduce the length of P , and are done by
induction. Now assume that |pBˆtw1uqYpBˆtw2uq| ą q. By the second separation condition,
there are two vertices in pB ˆ tw1uq Y pB ˆ tw2uq that have the same neighbourhood on

M2 “
`

V pHq ˆ tw2`r`1, . . . , w`u
˘

Y V pKaq

By repeatedly identifying two vertices having the same neighbourhoods on M2, we identify
pB ˆ tw1uq Y pB ˆ tw2uq into at most q vertices. In this way, we can reduce the length of P ,
and we are done by induction. This proves (1).

For (2), observe that the statement (1) holds when we replace gpq, rq with gpa` q, rq, because
every subgraph of S`,q,r is also a subgraph of S`,a`q,r. We obtain the desired reduction sequence
by arbitrarily identifying the resulting trigraph on at most a ` q vertices into a 1-vertex
graph.

We extend Lemma 27 to deal with the internal node case of the tree-decomposition of X-minor
free graphs. We now allow bags of size more than q, and we start by identifying vertices
corresponding to those bags. The first three conditions in Lemma 28 are the same as the
conditions in Lemma 27. We use Lemma 27 as a base case.

Lemma 28. Let a, k, q, r, t P N with q ě k ` 1. Let f be a monotone and union-closed graph
parameter. Let g : N ˆ N Ñ R be a function such that fpSx,q,rq ď gpq, rq for all x P N. Let
P “ pw1, w2, . . . , w`q be a path and let H be a graph admitting a pk,8q-rooted tree-decomposition
pT,Bq. Let F be a trigraph with V pF q Ď V ppHbP q`Kaq such that the red edge, first separation
and second separation conditions from Lemma 27 are satisfied, and in addition:

• (large leaf bag condition) for every leaf bag B with parent bag B1 and |BzB1| ą q,
– B ˆ V pP q Ď B ˆ tx, yu for some adjacent vertices x, y of P ,
– there is a partial reduction sequence identifying ppBzB1q ˆ V pP qq X V pF q into at
most q vertices such that for every trigraph G in the reduction sequence, G has no
red edge incident with ppV pHqzpBzB1qq ˆ V pP qq Y V pKaq and fp rGq ď t.

Then:

(1) There is a reduction sequence identifying pV pHq ˆ V pP qq X V pF q into at most q vertices
such that for every trigraph G in the reduction sequence, G has no red edge incident with
V pKaq and fp rGq ď maxpgpq, rq, tq.
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(2) fÓpF q ď maxpgpa` q, rq, tq.

Proof. We say that a leaf bag B of pT,Bq with parent bag B1 is large if |BzB1| ą q. We prove
(1) by induction on the number of large leaf bags. If there are no large leaf bags, then pT,Bq is
pk, qq-rooted, and the result follows from Lemma 27. Now assume that pT,Bq contains a large
leaf bag.

Let B be a large leaf bag with parent bag B1. Let U1 :“ pBzB1q ˆ V pP q and U2 :“
ppV pHqzpBzB1qq ˆ V pP qq Y V pKaq.

Let LB be a partial reduction sequence identifying U1 X V pF q, as described in the large leaf
bag condition. By the red edge condition, there is no red edge between U1 and U2. Apply LB
to U1 X V pF q. By assumption, we always identify two vertices having the same neighbourhoods
on U2, and therefore, it creates no red edge incident with U2. Since B ˆ V pP q Ď B ˆ tx, yu for
some adjacent vertices x, y of P , the resulting trigraph satisfies the red edge condition. Also,
each red graph of an intermediate trigraph constructed from U1 has f at most t, by assumption.

Let F 1 be the resulting trigraph. Let H 1 be the graph obtained from H by removing BzB1 and
adding a clique Z of size q that is complete to B1. We obtain a tree-decomposition pT 1,B1q of
H 1 from pT,Bq by removing the bag B, and adding a new bag Z YB1 incident with B1 (and
|pZ YB1qzB1| ď q as desired). Observe that F 1 is a trigraph with V pF 1q Ď V pH 1 b P q Y V pKaq

satisfying the four conditions.

Since pT 1,B1q has one fewer large leaf bag than pT,Bq, by induction, there is a reduction sequence
identifying pV pH 1q ˆ V pP qq X V pF 1q into at most q vertices such that for every trigraph G in
the reduction sequence, G has no red edge incident with V pKaq and fp rGq ď maxpgpq, rq, tq.
Together with the reduction sequence producing F 1 from F , we obtain a desired reduction
sequence for F .

Similar to Lemma 27, the statement (1) holds when we replace gpq, rq with gpa` q, rq, because
every subgraph of S`,q,r is also a subgraph of S`,a`q,r. We obtain the desired reduction sequence
by arbitrarily identifying the resulting trigraph on at most a ` q vertices into a 1-vertex
graph.

Theorem 29. Let t, r P N. Let f be a monotone and union-closed graph parameter and let
g : Nˆ NÑ R be a function such that fpSx,q,rq ď gpq, rq for all x P N. Then there exists c P N
such that fÓpGrq ď c for every Kt-minor-free graph G.

Proof. By Theorem 3, there exist k, a P N such that G has a tree-decomposition T “ pT,Bq in
which every torso of a bag is a subgraph of pHbP q`Ka for some graph H of treewidth at most
k and some path P . Consider T to be rooted at an arbitrary bag R of T . Let β :“ 2pk` 1q ` a.
Note that the size of a maximum clique of pH b P q `Ka is at most β. Let h be the longest
path from an internal bag to R in T . Define

θ :“ a`
`

β
2
˘

pr ` 1q ` βr, q :“ pr ` 1qpk`1qp2r`1q`θ and c :“ gpq, rq.

For each bag B of T , if B “ R then let YB :“ H; otherwise, let YB :“ B X B1 where B1 is
the parent of B. Also, let UB be the union of B and all the descendants of B. Note that
0 ď h´ distT pB,Rq ď h.
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We prove by induction on h´ distT pB,Rq that

(˚) there is a partial reduction sequence identifying UBzYB into at most q vertices in Gr such
that:
– we always identify two vertices u and v where the corresponding vertices in G have

the same distance-r profiles on YB in GrUBs, and
– for every trigraph G˚ in the sequence, fpĂG˚q ď c.

Let B be a bag. Let G1 be the graph obtained from GrUBs by adding, for each pair of vertices
y1, y2 of YB with distG´EpGrUBsq

py1, y2q ď r, a new path Xy1,y2 of length distG´EpGrUBsq
py1, y2q

whose end-vertices are y1 and y2, and then adding, for every vertex y of YB, a path Wy of
length r ´ 1 whose end-vertex is y.

We claim that for any two vertices v, w P UB,

• distGpv, wq ď r if and only if distG1pv, wq ď r.

Assume that there is a path Z of length at most r between v and w in G. We construct a path
Z˚ of G1 from Z as follows.

• We repeatedly choose a maximal subpath Q of Z whose end-vertices are in UB and all
internal vertices are not in UB. Assume its end-vertices are y1 and y2. Then we replace Q
with Xy1,y2 .

By construction, |EpXy1,y2q| “ distG´EpGrUBsq
py1, y2q ď |EpQq|. So, the resulting path Z˚ has

length at most r, which shows that distG1pv, wq ď r.

For the other direction, assume there is a path Z of length at most r between v and w in G1.
Similarly, we construct a walk of length at most r in G from Z as follows.

• We repeatedly choose a maximal subpath Q of Z of length at least 2 whose end-vertices
are in UB and all internal vertices are not in UB . Note that Q is Xy1,y2 for some y1, y2 P Y .
By the construction, there is a path Qy1,y2 in G´ EpGrU sq of length |EpXy1,y2q|. Then
we replace Q with Qy1,y2 .

The resulting walk has length at most r between v and w in G. Thus, distGpv, wq ď r.

By the claim, GrrUBs “ pG1q
rrUBs.

Now focus on G1. First observe that G1rBs “ GrBs and its torso is a subgraph of pHbP q`Ka

for some graph H of treewidth at most k and some path P . Let pTB,BBq be a rooted tree-
decomposition of H of width at most k. Let P “ pw1, w2, . . . , w`q.

Observe that YBYp
Ť

ty1,y2uPp
YB

2 q
V pXy1,y2qqYp

Ť

yPYB
V pWyqq contains at most β`

`

β
2
˘

pr´1q`
βpr ´ 1q vertices. Since G1rBs is a subgraph of pH b P q `Ka, the graph

G1rBs Y
ď

ty1,y2uPp
YB

2 q

Xy1,y2 Y
ď

yPYB

Wy.

can be regarded as a subgraph of pH b P q ` Kθ, where YB Y p
Ť

ty1,y2uPp
YB

2 q
V pXy1,y2qq Y

p
Ť

yPYB
V pWyqq is placed in the Kθ part. Let

G2 :“ G1rBs Y
ď

ty1,y2uPp
YB

2 q

Xy1,y2 Y
ď

yPYB

Wy.
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Next, we extend the product structure for G2 into one for G1. We modify H to H˚ as follows.
Let B1 be a child of the bag B. Observe that B XB1 is a clique in the torso of B. Therefore,
the vertices of B XB1 lie on pNB ˆ ty1, y2uq Y V pKθq for some consecutive two vertices y1 and
y2 in P and some bag NB of pTB,BBq. To H, we add a clique QB1 of size |UB1 | that is complete
to NB. We add a leaf bag QB1 YNB adjacent to NB, and embed the vertices of UB1zB into
QB1 ˆ ty1u. We do this process for every child of B.

Let H˚ be the resulting graph obtained from H, and let pT ˚B,B˚Bq be the resulting rooted
tree-decomposition of H˚. Since pTB,BBq has width at most k, pT ˚B,B˚Bq is pk,8q-rooted. Also
G1 is a subgraph of pH˚ b P q `Kθ.

We now apply Lemma 28 to pG1q
r and pT ˚B,B˚Bq. To do so, we verify the four conditions. Since

pG1q
r has no red edges, the red edge condition holds.

(First separation condition) Let pC,Dq be a rooted separation of H˚ from pT ˚B,B˚Bq and let
z P V pP q. Let

M1 :“
´

D ˆ V pP q
¯

Y

´

C ˆ pV pP qzN r
P rzsq

¯

Y V pKθq.

Observe that if there is a path of length at most r in G1 between ppCzDqˆtzuqXV pG1q andM1,
this path intersects ppCXDqˆN r

P rzsqYV pKθq. Thus two vertices v, w P ppCzDqˆtzuqXV pG1q
having the same distance-r profiles on ppC X Dq ˆ N r

P rzsq Y V pKθq in G1 have the same
neighbourhood on M1 in pG1q

r. Therefore,
ˇ

ˇ

 

NpG1qrpvq XM : v P ppCzDq ˆ tzuq X V pG1q
(
ˇ

ˇ ď πrG1

´

ppC XDq ˆN r
P rzsq Y V pKθq

¯

ď pr ` 1qpk`1qp2r`1q`θ “ q.

(Second separation condition) Let t P t1, 2, . . . , `u and let

M2 :“
`

V pH˚q ˆ twt`r`1, . . . , w`u
˘

Y V pKθq.

Observe that if there is a path of length at most r in G1 between pV pH˚qˆtw1, . . . , wtuqXV pG1q
andM2, then this path intersects V pKθq. So, any two vertices in pV pH˚qˆtw1, . . . , wtuqXV pG1q
having the same distance-r profiles on V pKθq have the same neighbourhood on M2 in pG1q

r.
Thus,

|tNpG1qrpvq XM2 : v P pV pHq ˆ tw1, . . . , wtuq X V pG1qu| ď πrG1pV pKθqq ď pr ` 1qθ ď q.

(Large leaf bag condition) Let A be a leaf bag of pT ˚B,B˚Bq with parent bag A1 with |AzA1| ą q.
By the construction of H˚ and pT ˚B,B˚Bq, we know that A ˆ V pP q Ď A ˆ ty1, y2u for some
adjacent vertices y1 and y2 in P . Also, ppAzA1q ˆ ty1, y2uq X V pG1q “ UB1zB for some child B1
of B. By induction, there is a partial reduction sequence identifying UB1zYB1 into at most q
vertices in Gr such that:

• we always identify two vertices u and v where the corresponding vertices in G have the
same distance-r profiles on YB1 in GrUB1s, and

• for every trigraph G˚ in the sequence, fpĂG˚q ď c.

Since GrrUBs “ pG1q
rrUBs, this sequence is also a partial reduction sequence for pG1q

rrUB1zYB1s.
Note that if two vertices have the same distance-r profiles on YB1 in GrUB1s, then they have
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the same distance-r profiles on YB in GrUBs. Thus, by the first bullet, this sequence does not
create any red edge incident with V pKθq.

We deduce that pG1q
r and pT ˚B,B˚Bq satisfy the large leaf bag condition of Lemma 28.

Therefore, by Lemma 28, there is a partial reduction sequence identifying pV pH˚q ˆ V pP qq X
V pG1q into at most q vertices in pG1q

r such that for every trigraph G˚ in the sequence, G˚ has
no red edge incident with V pKθq, and fpĂG˚q ď maxpgpq, rq, cq.

Now apply the same reduction sequence to Gr. We claim that we always identify two vertices
having the same distance-r profiles on YB in GrUBs. Suppose for contradiction that we identified
two vertices u and v having distinct distance-r profiles on YB in GrUBs. We may assume that
for some x P YB and `1 P t1, 2, . . . , ru and `2 P t`1` 1, . . . ruYt8u, we have distGrUBs

pu, xq “ `1
and distGrUBs

pv, xq “ `2. But then on the path Wx, there is a vertex adjacent to u but not to
y in pG1q

r. So, when we identify these vertices in pG1q
r, we create a red edge incident with

V pKθq, a contradiction. Therefore, the claim holds.

We conclude that the statement p˚q holds by induction. When B “ R, we know that UB “ V pGq
and YB “ H. Therefore, there is a partial reduction sequence identifying V pGq into at most
q vertices in Gr such that for every trigraph G˚ in the sequence, fpĂG˚q ď c. We obtain the
desired reduction sequence by arbitrarily identifying the resulting trigraph on at most q vertices
into a 1-vertex graph. For every trigraph G˚˚ in this sequence, fpĄG˚˚q ď gpq, rq “ c, as every
graph on at most q vertices is a subgraph of S1,q,r. This completes the proof of the theorem.

Theorem 29 with f “ bw and gpq, rq “ p2r ` 2qq ´ 2 implies the following result, which is the
main contribution of the paper.

Theorem 30. For all t, r P N there exists c P N such that for every Kt-minor-free graph G,

bwÓpGrq ď c.

6 Expanders

This section shows that bounded degree expanders have unbounded reduced bandwidth. In
fact, we show a stronger result for expanders excluding a fixed complete bipartite subgraph.
For s P N and β P R`, a graph G is an ps, βq-expander if G contains no Ks,s subgraph, and
for every S Ď V pGq with |S| ď |V pGq|

2 we have |NGpSq| ě β|S|. Expanders can be constructed
probabilistically or constructively; see the survey [29] for example. In the following result it is
necessary to exclude some fixed complete bipartite subgraph, as otherwise complete bipartite
graphs would be counterexamples.

Theorem 31. Let G be an infinite class of ps, βq-expanders for some s P N and β P R`. Then
G has unbounded bwÓ.

Proof. Assume for contradiction that there exists k P N such that bwÓpGq ď k for every G P G.
Consider an n-vertex graph G P G where n " k, s, β´1 (as detailed below).
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Let G “ Gn, Gn´1, . . . , G1 be a reduction sequence for G such that every red graph has
bandwidth at most k. It is convenient to consider the corresponding partition sequence

ttvu : v P V pGqu “ Pn,Pn´1, . . . ,P1 “ tV pGqu,

and the associated trigraphs GPn , GPn´1 , . . . , GP1 isomorphic to Gn, Gn´1, . . . , G1 respectively.
If Gi´1 “ Gi{u, v and u P X and v P Y , then X and Y are distinct parts of Pi, and Pi´1 is
obtained from Pi by replacing X and Y by X Y Y . We consider the parts of Pi to be the
vertices of GPi . Say a part X P Pi is big if |X| ě s and small otherwise. Observe that for
each black edge XY in GPi , there is a complete bipartite subgraph in G between X and Y ,
which implies that X or Y is small. Moreover, if X is big and Y1, . . . , Yr are the neighbours of
X for which XYi is black, then there is a complete bipartite subgraph in G between X and
Y1 Y ¨ ¨ ¨ Y Yr, implying |Y1 Y ¨ ¨ ¨ Y Yr| ď s´ 1.

Consider the first trigraph GPm of the sequence (that is, the largest m) such that Pm contains a
part X0 of size at least

?
n. Thus X0 is big (for large n). Let x :“ |X0| and t :“ r

?
xs. By the

choice of m, we have
?
n ď x ď 2

?
n, and every part in Pm, except X0, has size less than

?
n.

We now show there are distinct parts X0, X1, . . . , Xt P Pm such that |Xi| ě βx
4ki for each

i P t1, . . . , tu, and tX0, X1, . . . , Xtu induce a connected red subgraph in GPm . Assume that
X0, X1, . . . , Xi satisfy these properties for some i P t0, . . . , t ´ 1u. We now show how to find
Xi`1. For j P t1, . . . , iu,

|Xj | ě
βx

4kj ě
βx

4kpt´ 1q ě
βx

4k
?
x
ě
β
?
x

4k ě
βn1{4

4k ě s (for large n).

So X0, X1, . . . , Xi are all big. Let Y1, . . . , Yp be the parts of PmztX0, . . . , Xiu joined to X0 Y
¨ ¨ ¨ YXi by black edges. As argued above, |Y1 Y ¨ ¨ ¨ Y Yp| ď pi` 1qps´ 1q. Let Z1, . . . , Zq be
the parts of PmztX0, . . . , Xiu joined to X0 Y ¨ ¨ ¨ Y Xi by red edges. Each of X0, . . . , Xi are
incident to at most 2k red edges in GPm (since graphs of bandwidth k have maximum degree at
most 2k). So q ď 2kpi` 1q. On the other hand, |X0 Y ¨ ¨ ¨ YXi| ď pi` 1qx ď tx ď n

2 , implying
|Y1Y¨ ¨ ¨YYp|`|Z1Y¨ ¨ ¨YZq| ě |NGpX0Y¨ ¨ ¨YXiq| ě βx and |Z1Y¨ ¨ ¨YZq| ě βx´pi`1qps´1q ě
βx
2 (for large n). Let Xi`1 be the largest of Z1, . . . , Zq. So |Xi`1| ě

βx
2q ě

βx
4kpi`1q , and

tX0, X1, . . . , Xi`1u induces a connected red graph in GPm , as desired. Hence there are distinct
parts X0, X1, . . . , Xt P Pm such that |Xi| ě βx

4ki for each i P t1, . . . , tu, and tX0, X1, . . . , Xtu

induces a connected red subgraph in GPm . As shown above, X0, . . . , Xt are all big.

Let H be the connected component of GPm containing X0, . . . , Xt. Consider a vertex-ordering
of H with bandwidth at most k. Since tX0, X1, . . . , Xtu induces a connected red subgraph of H,
there is a set I of kt` 1 consecutive vertices in this ordering of H containing X0, . . . , Xt and
with at most k ´ 1 parts strictly between ‘consecutive’ Xis.

Let Z be the union of all the big parts in I. So |Z| ď pkt` 1qx ď n
2 (for large n), implying

|NGpZq| ě β|Z| ě β|X1 Y ¨ ¨ ¨ YXt| ě
β2x

4k

t
ÿ

i“1

1
i
ě
β2x ln t

4k .

We now upper bound |NGpZq|. Each vertex in NGpZq is either in:

• a small part of Pm in I,
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• a part of Pm adjacent to I in H, or
• a part of Pm outside H.

There are at most pkt` 1qps´ 1q vertices in small parts of Pm in I. There are at most 2k parts
of Pm adjacent to I in H (k to the left of I, and k to the right), and each such part has at most
x vertices, thus contributing at most 2kx vertices to NGpZq. Each big part in I is incident to
at most s´ 1 vertices in parts outside H (since the corresponding edges are black), so there are
at most pkt` 1qps´ 1q vertices in NGpZq of the third type. Hence

β2x ln t
8k ď |NGpZq| ď pkt` 1qps´ 1q ` 2kx` pkt` 1qps´ 1q.

This is the desired contradiction, since the left-hand side is Θp
?
n lognq and right-hand side is

Θp
?
nq for fixed k, s, β.

7 Tied and Separated Parameters

Let ĺ be the preorder, where for graph parameters f1 and f2, define f1 ĺ f2 if there exists
a function g such that f1pGq ď gpf2pGqq for every graph G. Graph parameters f1 and f2
are tied (also called functionally equivalent) if f1 ĺ f2 and f2 ĺ f1. For example, Bonnet
et al. [7] showed that total twin-width is tied to linear rank-width, while component twin-width,
clique-width and boolean-width are tied.

Define f1 ň f2 to mean f1 ĺ f2 and f2 ł f1. For example, tww ň bwÓ (since for every
graph G, we have ∆pGq ď 2 bwpGq implying twwpGq ď 2 bwÓpGq, but there are bounded degree
expanders with twinwidth 6 [4] and unbounded reduced bandwidth by Theorem 31). Graph
parameters f1 and f2 are separated if f1 ň f2 or f2 ň f1 (that is, they are not tied).

Recall that in the context of reduction sequences, it only makes sense to consider graph
parameters that are unbounded on stars. This motivates the following definition. For a graph
parameter f let f `∆ be the graph parameter defined by pf `∆qpGq :“ fpGq `∆pGq. This
section shows that ∆Ó, p∆` twqÓ, p∆` pwqÓ and bwÓ are separated (even within graphs).

Theorem 32. ∆Ó ň p∆` twqÓ ň p∆` pwqÓ ň bwÓ.

The proof of Theorem 32 uses a lemma of Bergé et al. [3].

For every graph G, let redpGq be the trigraph G1 “ pV pG1q “ V pGq, EpG1q “ H, RpG1q “ EpGqq
obtained by making all its edges red. An induced subtrigraph of G is another trigraph H obtained
by removing some vertices from G, and G is then called a supertrigraph of H. Note that fÓpGq
is well-defined for any graph parameter f and any trigraph G (since reduction sequences are
defined for trigraphs G).

The 2-blowup of a graph G, denoted by G ’K2, is the graph obtained by replacing each vertex
u P V pGq by two non-adjacent vertices u1, u2, and replacing each edge uv P EpGq by four edges
u1v1, u1v2, u2v1, u2v2.

Lemma 33 (essentially Lemma 10 in [3]). For every connected graph H of maximum degree d,
there is a graph G admitting a partial reduction sequence Gn, . . . , Gi such that:
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• ∆pĂGkq ď 2d for every k P ti, i` 1, . . . , nu,
• each connected component of ĂGk is a subgraph of G ’K2,
• Gi is isomorphic to redpHq,
• and every (full) reduction sequence of G goes through a supertrigraph of redpHq or

a trigraph with red maximum degree at least |V pHq|.

Proof Sketch. In Lemma 10 of [3], the second item does not appear, and the second option of
the fourth item consists of going through a trigraph of red maximum degree at least 2d` 1. The
lemma is actually shown in greater generality (see Lemma 11 of [3]) and accounts for trigraphs
possibly having black edges and a disconnected red graph. Since we do not need this general
form here, we can simplify the construction.

The graph G is built as follows, where t :“ |V pHq||V pHq| ` |V pHq|. For every vertex v P V pHq,
add to G a clique v1, . . . , vt. We informally refer to ttv1, . . . , vtu : v P V pHqu as the cliques of G.
For each edge vw P EpHq, add to EpGq the matching v1w1, v2w2, . . . , vtwt.

We now describe the partial reduction sequence of G satisfying the first three items. For every
v P V pHq, identify v1 and v2, and call the resulting vertex v12. Then for every v P V pHq, identify
v12 and v3, and call the resulting vertex v13; and so on, until every clique of every v P V pHq
has been identified to a single vertex. It is straightforward to check that this partial reduction
sequence satisfies the first three items.

The proof of the fourth item follows the proof of Statement 5 in Lemma 11 in [3]. We sketch
the argument here, since the situation is simpler. If two parts of G intersecting different cliques
of G are identified, the red degree of the resulting part is at least the number s of other parts
intersecting these two cliques, possibly minus 2. Thus the second condition of the item is
satisfied unless s ă |V pHq| ` 2. We may now assume that immediately before the first such
identification, there is a part Pv of size at least |V pHq||V pHq|´1 entirely contained within the
clique of v P V pHq. Let w be a neighbour of v in H. For the red degree of Pv to be less than
|V pHq|, the |Pv| matched vertices in the clique of w, have to be in less than |V pHq| parts. This
means that the largest of those parts, Pw, has size at least |V pHq||V pHq|´2. Since H is connected,
we continue this reasoning along a spanning tree of H, and exhibit a collection tPu : u P V pHqu
of parts inducing the trigraph redpHq.

The next lemma says that, for graph parameters f and g satisfying various properties, f ň g
implies fÓ ň gÓ. A parameter f is 2-blowup-closed if there is a function g : N0 Ñ N0 such that
fpG ’K2q ď gpfpGqq for every graph G.

Lemma 34. Let f and g be monotone graphs parameters such that:

• f ň g,
• f is union-closed and 2-blowup-closed,
• there is a non-decreasing function q1 : N0 Ñ N0 satisfying limnÑ8 q

1pnq “ 8 and gpGq ě
q1p∆pGqq for every graph G, and

• there is a constant c P N such that for every n P N there is a connected graph Hn on at
least n vertices with limnÑ8 gpHnq “ 8 and fÓpredpHqq ď c.

Then fÓ ň gÓ.
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Proof. Let tpHq be the graph G from Lemma 33 given graph H. Define F :“ ttpHnq : n P Nu.
Since f ĺ g, it is immediate that fÓ ĺ gÓ. To prove that gÓ ł fÓ, we show that fÓ is bounded
on F , but gÓ is unbounded.

We first show that fÓ is bounded on F . Let G “ tpHq P F . By Lemma 33, there is a partial
reduction sequence G|V pGq|, . . . , Gi of G such that Gi is isomorphic to redpHq, and every red
graph ĂGk (for k P ti, . . . , |V pGq|u) is a disjoint union of subgraphs of the 2-blowup of H. Since
fÓpredpHqq ď c, in particular, fpHq ď c. Since f is monotone, union-closed and 2-blowup-closed,
there is a function q : N0 Ñ N0 such that fpĂGkq ď fpH ’K2q ď qpfpHqq ď qpcq. By assumption
fÓpGiq ď c, thus G has a (full) reduction sequence witnessing that fÓpGq ď maxpqpcq, cq.

We now show that gÓ is unbounded on F . For the sake of contradiction, suppose there exists
c1 P N such that gÓpG1q ď c1 for every G1 P F . Let n P N be such that gpHnq ą c1 and q1pnq ą c1.
By assumption such an integer always exists. Consider G :“ tpHnq P F . By Lemma 33, every
reduction sequence of G either goes through a trigraph Y with red maximum degree |V pHnq| ě n
or through a supertrigraph Z of redpHnq. In the former case, gprY q ě q1p∆prY qq ě q1pnq ą c1. In
the latter case, since g is monotone, gÓpZq ě gÓpredpHnqq ě gpHnq ą c1. Both cases imply that
gÓpGq ą c1, which contradicts the boundedness of gÓ on F .

Proof of Theorem 32. First observe that ∆, ∆ ` tw, ∆ ` pw and bw are monotone, union-
closed and 2-blowup-closed with function n ÞÑ 2n ` 1. If g is any of these parameters, then
gpGq ě t

∆pGq
2 u, which provides the q1 function in Lemma 34.

The first claim, ∆Ó ň p∆` twqÓ, follows from Lemma 34 where Hn is the n ˆ n planar grid
graph, which has p∆` twqpHnq ě n (see [27]) and ∆ÓpredpHnqq “ 4 (see [9]).

The second claim, p∆` twqÓ ň p∆` pwqÓ, follows from Lemma 34 where Hn is the complete
binary tree of height n, which has p∆` pwqpHnq ě

n
2 (see [43]) and p∆` twqÓpredpHnqq ď 4

(see [9]).

Finally, p∆` pwqÓ ň bwÓ follows from Lemma 34 where Hn is the tree defined in Footnote 4
on page 3, which has bwpHnq ě

n
3 and p∆` pwqÓpredpHnqq ď 5. The latter can be seen by

iteratively identifying any leaf with its parent (in any order), which yields only subtrigraphs of
Hn and can be done until the trigraph has a single vertex. Throughout, the red graphs have
maximum degree at most 3 and pathwidth at most 2.

8 Open Problems

Our results lead to several interesting open problems.

Parameter tied to reduced bandwidth? Recall that component twin-width and clique-
width are tied [7]. Is there a ‘natural’ graph parameter tied to reduced bandwidth? This is
related to the question of which dense graph classes have bounded reduced bandwidth. Our
results for powers give such examples. Complements provide other examples: if G is the
complement of a graph G, then bwÓpGq “ bwÓpGq, since any reduction sequence for G defines
a reduction sequence for G with equal red graphs. In general, fÓpGq “ fÓpGq for every G
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and f . Bonnet et al. [5] proved that unit interval graphs have twin-width 2; in fact, they have
a reduction sequence in which every red graph is a disjoint union of paths. Thus unit interval
graphs have reduced bandwidth 1.

Best possible parameters: Is bandwidth the largest possible parameter f such that planar
graphs have bounded fÓ? We formalise this question as follows. Say a graph parameter f is
continuous if there exists a function g such that fpGq ď gpfpG ´ eqq for every graph G and
edge e P EpGq, and fpGq ď gpfpG´ vqq for every graph G and isolated vertex v of G. All the
graph parameters studied in this paper are continuous. Is there a continuous9 graph parameter
f such that bw ň f and planar graphs have bounded fÓ? Maximum component size is not such
a parameter, since planar grid graphs have unbounded clique-width [24] and therefore have
unbounded ‹Ó. In general, for a graph class G, what is a continuous graph parameter f such
that fÓ is bounded on G, and gÓ is unbounded on G for every parameter g with f ň g. Does
such a graph parameter always exist?

Lower Bounds: A non-trivial lower bound on reduced bandwidth is Theorem 31 for expanders.
Stronger lower bounds are plausible. For example, does every monotone graph class excluding
a fixed complete bipartite subgraph and with bounded reduced bandwidth have polynomial
expansion? It is even plausible that the degree of the polynomial is an absolute constant. Does
every monotone graph class excluding a fixed complete bipartite subgraph and with bounded
reduced bandwidth have linear expansion? Graphs with bounded row-treewidth have linear
expansion. A good example to consider is the class of 3-dimensional grids, which we guess have
unbounded reduced bandwidth.

Subdivisions: Bonnet et al. [4] showed that t-subdivisions of Kn have bounded twin-width
if and only if t P Ωplognq. No explicit bound on the twin-width was given. Recently, Bergé
et al. [3] proved that every pě 2 lognq-subdivision of any n-vertex graph has twin-width at
most 4. The proof constructs a reduction sequence in which every red graph is a forest. So this
class of graphs has exponential expansion, is K2,2-free, and has ptw`∆qÓ ď 5. The proof in
[3] can be adapted10 to show that every pě nq-subdivision of any n-vertex graph has reduced
bandwidth at most 2. Is this result best possible, in the sense that if Kppq

n is the p-subdivision
of Kn and bwÓpKppq

n q ď Op1q, must p P Ωpnq? Since Ωpnq-subdivisions of n-vertex graphs have
linear expansion, a positive answer to this question would be good evidence for the suggestion
above that graph classes with bounded reduced bandwidth and excluding a fixed complete
bipartite subgraph have linear expansion.

9We need to assume f is continuous because of the following example. For a graph G, define fpGq :“ bwpGq
if bwpGq ď 466 and fpGq :“ |V pGq| otherwise. So bw ň f and planar graphs have bounded fÓ, but f is not
continuous.

10In the proof of Theorem 7 in [3], replace the virtual binary red tree by an n-vertex red path, and observe
that running the same sequence produces a red caterpillar with maximum degree 4 and at most one vertex of
degree 4; refer to Figures 3 and 4 in [3]. Such caterpillars have bandwidth at most 2.
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