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—— Abstract

We establish a list of characterizations of bounded twin-width for hereditary, totally ordered binary structures.

This has several consequences. First, it allows us to show that a (hereditary) class of matrices over a finite
alphabet either contains at least n! matrices of size n X n, or at most ¢" for some constant c¢. This generalizes the
celebrated Stanley-Wilf conjecture/Marcus-Tardos theorem from permutation classes to any matrix class over
a finite alphabet, answers our small conjecture [SODA ’21] in the case of ordered graphs, and with more work,
settles a question first asked by Balogh, Bollobds, and Morris [Eur. J. Comb. ’06] on the growth of hereditary
classes of ordered graphs. Second, it gives a fixed-parameter approximation algorithm for twin-width on ordered
graphs. Third, it yields a full classification of fixed-parameter tractable first-order model checking on hereditary
classes of ordered binary structures. Fourth, it provides a model-theoretic characterization of classes with bounded
twin-width.
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1 Introduction

A common goal in combinatorics, structural graph theory, parameterized complexity, and finite model
theory is to understand tractable classes of graphs, or other structures. Depending on the context,
tractability may mean e.g. few structures of any given size, small chromatic number, efficient algorithms,
for example for the clique problem; or structural properties of sets definable by logical formulas.
Twin-width is a recently introduced graph width parameter [8, 7, 6] which, despite its generality,
ensures many of those properties. Intuitively, a graph has twin-width d if it can be constructed by merging
larger and larger parts so that at any moment, every part has a non-trivial interaction with at most d
other parts (two parts have a trivial interaction if either no edges, or all edges span across the two parts).
Many well-studied graph classes have bounded twin-width: planar graphs, and more generally, any
class of graphs excluding a fixed minor; cographs, and more generally, any class of bounded clique-width.
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Twin-width IV: ordered graphs and matrices
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Figure 1 The four bipartite graphs G2, G¢, G%, and GZ, for n = 6.

Twin-width can be generalized to structures equipped with several binary relations. Then posets of
bounded width, tree orders, and permutations omitting a fixed permutation also have bounded twin-width.

Classes of bounded twin-width enjoy many remarkable properties of combinatorial, algorithmic, and
logical nature. For instance, classes of bounded twin-width are small (contain n! - 20(n) graphs with vertex
set {1,...,n}), are x-bounded (the chromatic number is bounded in terms of the clique number) [7], and
have the NIP property from model theory (every first-order formula ¢(x,y) defines a binary relation of
bounded VC-dimension). Furthermore, model checking first-order logic (FO) is fixed-parameter tractable
(FPT) on classes of bounded twin-width, assuming a witness of G having bounded twin-width is provided.
This means that there is an algorithm which, given an FO sentence ¢, a graph G together with a witness
that its twin-width is at most d, decides whether ¢ holds in G in time f(p,d) - |G|° for some computable
function f and universal constant c.

For each of the classes € mentioned above there is actually an algorithm which, given a graph G € €,
computes the required witness of low twin-width, in polynomial time [8]. Hence FO model checking
is FPT on these classes (without requiring the witness), generalizing many previous results, while it is
AW[x]-hard (thus, unlikely to be FPT) on the class of all graphs [17]. It is however unknown whether such
witness can be computed efficiently for every class € of bounded twin-width.

It transpires from the mere definitions that every graph can be equipped with some total order,
resulting in an ordered graph of the same twin-width [8]. Such orders, while elusive to efficiently find, are
crucial to most of the combinatorial and algorithmic applications. This suggests that ordered graphs of
bounded twin-width are a more fundamental object than unordered graphs of bounded twin-width.

Main result. Our main result, Theorem 1 below, gives multiple characterizations of hereditary (i.e.,
closed under induced substructures) classes of ordered graphs of bounded twin-width, connecting notions
from various areas of mathematics and theoretical computer science — enumerative combinatorics, model
theory, parameterized complexity, matrix theory, and graph theory — and solving several open problems
on the way. Furthermore, we show that if a class & of ordered graphs has bounded twin-width, then for
each G € €, a witness that G has twin-width bounded by a constant can be computed in polynomial time.
Consequently, FO model checking is FPT on €. We also prove that the converse holds, under common
complexity-theoretic assumptions.

We now briefly discuss some notions which are involved in our characterization. One of them involves
certain forbidden patterns, which are obfuscated matchings between ordered sets, defined as follows. Fix
a number n > 1 and let L and R be two copies of [n] = {1,...,n}. Consider the four bipartite graphs
GQ,G%,G;,GQ with vertices L U R corresponding to the binary relations =, <, >, # on L X R, as
depicted in Figure 1. Fix parameters P € {=,#,<,>}, S € {l,r} and A, p € {0,1}, and define #p, » ,
as the hereditary closure of the class of all ordered graphs obtained from the graphs G5, for n > 1, as
follows:

if S =1, order LU R by ordering L ~ [n] as usual, followed by the vertices of R ordered arbitrarily,
if S =r, order LU R by ordering L arbitrarily, followed by the vertices of R ~ [n] in reverse order,
if A =1, create a clique on L, otherwise L remains an independent set,



E. Bonnet, U. Giocanti, P. Ossona de Mendez, P. Simon, S. Thomassé, S. Toruiczyk

= # < > <r Zr

Figure 2 The six ordered graphs of #s,0,0 for s € {=,#,<;, >1,<r, 2} corresponding to the same ordered
matching of M— o0 represented to the left. In each ordered graph the black edges are those implied by the bold
edge uv in the matching. To picture the other classes /s, x with (A, p)#(0,0), one just needs to turn the left
part and/or the right part of each graph into cliques.

if p =1, create a clique on R, otherwise R remains an independent set.

As M=, x, and M—, », are the same class, we denote it by M= ,. Similarly M, r, = Mz, x,
is denoted My ,. Altogether there are 24 classes: M, for each s € {=,#,<;,>,<,, >} and
A, p € {0,1}. For example, M= o consists of all induced subgraphs of ordered matchings with vertices
ap <...<ap, <b <...<b,, whose edges form a matching between the a;’s and the b;’s, while M+ 1 1
is the class of their edge complements. See Figure 2 for another representation of those classes.

In addition to these 24 classes, we will need to define one more class, 9. An ordered permutation
graph associated with a permutation 7 of [n] = {1,...,n} is the ordered graph with vertices [n] ordered
naturally, such that two vertices ¢ < j are adjacent if and only if 7(i) > 7(j). Let & be the class of all
ordered permutation graphs.

Another characterization is in terms of adjacency matrices of the considered ordered graphs. A
d-division of a matrix is a partition of its entries into d? zones using d — 1 vertical lines and d — 1 horizontal
lines. A rank-k d-division is a d-division where each zone has at least k non-identical rows or at least
k non-identical columns. A matrix has grid rank at least k if it has a rank-k k-division, simply called
rank-k division. Note that this notion depends on the order of rows and columns in the matrix. The grid
rank of an ordered graph is the grid rank of its adjacency matrix along the order of the graph.

A further characterization involves (simple first-order) interpretations, which is a notion originating
in logic. Interpretations are a means of producing new structures out of old ones, using formulas.
The new structure has the same domain as the old one (or a subset of it, defined by a formula §(z))
while each of its relations is defined by a formula ¢(Z) interpreted in the old structure. For example,
there is an interpretation which transforms a given graph G into its edge complement (using the formula
—FE(x,y)), and an interpretation which transforms G into its square (using the formula 3z.E(z, 2) AE(z,y)).
Transductions are a similar notion, but additionally allow to arbitrarily color the old structure before
applying the interpretation and then use the colors in the formulas. Say that € interprets the class of all
graphs if there is an interpretation | such that every (finite) graph G can be obtained as the result of |
applied to some structure in €. Replacing interpretations with transductions, we say that € transduces
the class of all graphs. It is known that no class of bounded twin-width transduces the class of all
graphs [8].

Finally, the growth of a class of structures € is the function counting, for a given n, the number of
n-element structures in €, up to isomorphism. It was previously shown that every class of ordered graphs
of bounded twin-width has growth 20(") [7].

We now state our main result, characterizing hereditary classes of ordered graphs with bounded
twin-width. It provides a dichotomy result for all such classes: Either they have bounded twin-width, and
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are therefore well-behaved, or otherwise, they are very untamable.

» Theorem 1. Let € be a hereditary class of ordered graphs. Then either € satisfies conditions (i)-(v),
or € satisfies conditions (i’)-(v’) below:

(i) € has bounded twin-width (i’) € has unbounded twin-width
X as bounded grid ran 7 contains or one of the classes M. »
€ has bounded grid rank i) € ins P f the 24 cl Mz p
(iii) € has growth 20 (iii’) € has growth at least Z,EZ/OZJ ()K= (2]
(iv) € does not transduce the class of all graphs  (iv’) € interprets the class of all graphs
(v) FO model checking is FPT on € (v’) FO model checking is AW[x]-hard on 6.

The above result connects notions from graph theory (¢), enumerative combinatorics (%),(4"),
parameterized complexity (v),(v’), model theory (iv),(iv’), matrix theory (%) and Ramsey theory (ii’).
The lower bound in (#ii’) is optimal.

Theorem 1 is proved in greater generality for arbitrary classes of ordered, binary structures. We
prove an analogous result for classes M of 0, 1-matrices (and more generally matrix classes over finite
alphabets). In this result (see Theorem 5), the lower bound on the number of n x n-matrices in M in (4’)
is replaced by n!, and the 25 classes in (i) are reduced to six classes F; of matrices, indexed by a single
parameter s € {=,#,<gr, 2r,<c, =c} (see Figure 3). Those are the class of all permutation matrices,
the class obtained from permutation matrices by exchanging 0’s with 1’s; and four classes obtained from
permutation matrices by propagating each 1 entry downward/upward/leftward /rightward, respectively.

j-:fi
SR peamas

Figure 3 The matrices in F—, Fz, F<p, Fopr F<or F>o (from left to right) for the same permutation matrix
(the one to the left). The 1 entries are represented in black, the 0 entries, in white. As is standard with permutation
patterns, we always place the first row of the matrix at the bottom.

As a consequence or by-product of Theorem 1, we settle a handful of questions in combinatorics and
algorithmic graph theory. The main by-product is an approximation algorithm for twin-width in totally
ordered binary structures.

» Theorem 2. There is a fized-parameter algorithm that, given a totally ordered binary structure G of
twin-width k, outputs a witness that G has twin-width at most 20(k")

As our second main result, we provide further characterizations of bounded twin-width classes in
terms of model-theoretic notions, but which also transpire in algorithmic and structural graph theory.
We consider arbitrary monadically NIP classes of relational structures, which are not necessarily finite,
ordered, or binary. Those can be equivalently characterized as classes which do not transduce the class of
all finite graphs. They include all graph classes of bounded twin-width (with or without an order), but
also all transductions of nowhere dense classes [34], such as classes of bounded maximum degree.

The following theorem generalizes some notions and implications appearing in Theorem 1.

» Theorem 3. For any class of structures €, consider the following statements:

(1) € does not transduce the class of all graphs,

(2) € is monadically NIP,

(8) € does not define large grids (see Definition 52),
(4) € is 1-dimensional (see Definition 60),

(5) € is a restrained class (see Definition 50).
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Then the implications (1) <> (2) < (3) + (4) — (5) hold. For hereditary classes of binary, ordered
structures, the above conditions are all equivalent to € having bounded twin-width.

Defining large grids generalizes the property of containing one of the classes s  , or & to arbitrary
structures, while the notion of a restrained class implies, for classes of ordered graphs, bounded grid rank.
In particular, those notions do not require the structures to be ordered, finite, or binary. The notion of 1-
dimensionality has a somewhat geometric flavor. It is defined in terms of a variant of forking independence
— a central concept in stability theory, generalizing independence in vector spaces or algebraic independence.
The equivalence (1) <> (2) is due to Baldwin and Shelah [2], the implications (2) — (3) — (4) are due
to Shelah [38] and the implication (4) — (2) is a very recent result of Braunfeld and Laskowski [11].
Our contribution is the implication (4) — (5), and the overall equivalence in the case of ordered binary
structures. Indeed, the implication (5) — (1) follows from the implication (¢)—(4v) in Theorem 1.

We now detail the consequences of our results.

Stanley-Wilf conjecture, Marcus-Tardos theorem. In the late 80’s, Stanley and Wilf independently
conjectured that every proper permutation class has single-exponential growth. To be more specific,
every set of permutations closed under taking subpermutations (definition of permutation class) and not
equal to the set of all permutations (definition of proper) contains at most ¢ permutations over [n], for
some constant ¢ depending solely on the class. This conjecture was confirmed in 2004 by Marcus and
Tardos [33] (see Section 3.5 for more details). What Marcus and Tardos actually showed is that there is a
function f such that every square 0, 1-matrix with at least f(k) 1’s in average per row (or column) admits
a k-division where every zone contains a 1. This result is a milestone in combinatorics, and is at the core
of the twin-width theory. We will use it again in the current paper.

Let us call permutation matriz class any (hereditary) class consisting of all the submatrices of a set of
permutation matrices. In the language of matrices, the Stanley-Wilf conjecture/Marcus-Tardos theorem
says that the growth of permutation matrix classes is (at least) n! (for the class of all permutation matrices)
or at most 29", Theorem 1 (4i),(i’) extends that result to any matrix class over a finite alphabet, and
the dividing line is the boundedness of twin-width.

We also obtain the following classification of all inclusion-minimal classes of superexponential growth.
Call a (submatrix-closed) class of matrices a Stanley- Wilf class if it has superexponential growth, but every
its proper subclass has at most exponential growth, that is, growth 200" . Then the class of permutation
matrices is a Stanley-Wilf class, as shown by Marcus and Tardos. By a similar argument, each of the
classes F for s € {=,#,<gr, 2r,<c, 2c} is a Stanley-Wilf class. Moreover, these six classes are precisely
all the Stanley-Wilf classes of 0, 1-matrices, and every matrix class of superexponential growth contains
one of those classes. This is a consequence of our result for matrices, and the fact that the six classes are
mutually incomparable (see Corollary 35).

In the same way we may define Stanley-Wilf classes of ordered graphs, as those hereditary classes of
superexponential growth whose every proper, hereditary subclass has at most exponential growth. Then
the 25 classes M »,, and P are precisely all the Stanley-Wilf classes of ordered graphs (see Corollary 48).

Speed gap in hereditary classes of ordered graphs. A couple of years after Marcus and Tardos proved
the Stanley-Wilf conjecture, Balogh, Bollobds, and Morris [4, 3] analyzed the growth of ordered structures,
and more specifically, ordered graphs, in an attempt to generalize Marcus and Tardos’s ideas to new
settings. They conjectured [4, Conjecture 2] that a hereditary class of (totally) ordered graphs has, up
to isomorphism, either at most 20 graphs with n elements, or at least n™/2t°(") such graphs, and
proved it for weakly sparse graph classes, that is, without arbitrarily large bicliques (as subgraphs). In a
concurrent work, Klazar [30] repeated that question, and more recently, Gunby and Palvolgyi [26] observe
that establishing the first superexponential jump in the growth of hereditary ordered graph classes is still
an open question.

Theorem 1 (744),(iii”) settles that question, and yields the optimal bound Z,EZ/OQJ (55.) k!, as conjectured
by Balogh et al [4].
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Small conjecture. Classes of bounded twin-width are small [7], that is, they contain at most nlc™
distinct labeled n-vertex structures, for some constant c¢. (Actually they further contain at most ¢
pairwise non-isomorphic structures [9].) The converse was conjectured for hereditary classes [7]. In the
context of classes of totally ordered structures, it is simpler to drop the labeling and to count up to
isomorphism. Indeed, every ordered structure has no non-trivial automorphism. Then a class is small if,
up to isomorphism, it contains 2°(") distinct n-vertex structures. With that in mind, Theorem 1 (7),(ii7)
resolves the conjecture in the particular case of ordered graphs.

Ramsey theory. Our proofs are based on multiple Ramsey-theoretic arguments, but also our main
result, Theorem 1, has a bearing on Ramsey theory. For example, we can conclude the following: For
every ordered matching H there is some cubic graph G such that for every total order < on V(QG), the
resulting ordered graph G contains H as an induced subgraph. Indeed, otherwise there is some ordered
matching H such that every cubic graph G can be equipped with an order in a way which avoids H as an
induced subgraph. This way, we obtain a class € of ordered subcubic graphs which does not contain the
class M-, as it already fails to contain H. Clearly, € does not contain any of the remaining 24 classes
Ms.,»,p and P, as those have unbounded degree. By Theorem 1 (i2),(¢), € has bounded twin-width. This
implies that the class of all (unordered) subcubic graphs also has bounded twin-width, which we know is
false (see [7]). More directly based on Theorem 1, a contradiction can be reached by observing that €
does not have growth 2°0(").

Transductions and interpretations. The study of transductions in theoretical computer science originates
from the study of word-like and tree-like structures, such as graphs of bounded treewidth [1] or graphs of
bounded clique-width [14]. Classes of bounded twin-width are closed under transductions [8]; in particular,
no class of bounded twin-width transduces (nor interprets) the class of all graphs.

Theorem 1 (7),(7v) characterizes hereditary classes of ordered graphs of bounded twin-width as precisely
those which do not transduce the class of all graphs. This is not unlike a result [15] characterizing classes
of bounded clique-width as precisely those which do not transduce the class of all graphs via some
transduction of counting monadic second-order logic (CMSO, an extension of first-order logic).

Grid theorems. Grid theorems are dichotomy results in structural graph theory which state that either
a structure has a small width, or otherwise, a grid-like obstruction can be found in the structure. For
example, this applies to the treewidth parameter and planar grids occurring as minors [36]. It also applies
to clique-width and grids being definable in CMSO [15].

Theorem 3 proves an appropriate grid theorem for classes of ordered graphs of bounded twin-width,
and more generally, for all classes which are not restrained. Indeed, such classes define large grids, which,
intuitively, allows to define the ‘same row’ and ‘same column’ relations of arbitrarily large grids using
first-order formulas in the graphs from the class. From this (also, from Theorem 1 (i’),(iv’)) it follows
that if a hereditary class has unbounded twin-width then it interprets the class of all graphs.

There are other known grid theorems, including the Marcus-Tardos theorem itself.

Monadic NIP. Model theory typically classifies infinite structures according to the combinatorial com-
plexity of families of definable sets. This is usually done through the introduction of tameness properties.
The most important such notion is that of stability. A structure is stable if no formula ¢(z,y) encodes
arbitrary large half-graphs (the graphs ¢ in Figure 1), which roughly means that there is no definable
order on large subsets of the structure. A related, weaker, notion is that of NIP: a structure is NIP (or
dependent) if no formula ¢ (z,y) encodes arbitrary bipartite graphs. This captures the tameness properties
of families of sets arising from geometric settings (for instance sets of points defined by polynomials of
bounded degree).

The notion of monadically NIP (or monadically dependent) is a stronger requirement which says that
the structure is NIP even if every subset of the domain can be used as a unary predicate. This is closely
related to notions studied in finite model theory and structural graph theory. A class € of structures
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is monadically NIP if and only if it does not transduce the class of all graphs. By the recent result of
Braunfeld and Laskowski [11], this is equivalent to not defining large grids.

Thus Theorem 1 (7),(4v) proves that a class of ordered graphs is monadically NIP if, and only if it has
bounded twin-width. Furthermore, our results provide a model-theoretic characterization of classes of
unordered graphs of bounded twin-width: a class of graphs has bounded twin-width if and only if it it can
be obtained from some monadically NIP class of ordered graphs by forgetting the order.

Fixed-parameter tractable first-order model checking. Testing if a given FO sentence ¢ holds in a
given structure G takes time O(|G|I#!) using a naive algorithm, and it is conjectured that the exponential
dependency on |p| cannot be avoided. More precisely, it is conjectured that FO model checking is not
fized-parameter tractable (FPT) on the class of all graphs, i.e., does not admit an algorithm with running
time f(¢) - |G|, for some computable function f: N — N and constant c¢. That statement would indeed
hold if FPT#AW/[x], as it is conjectured in parameterized complexity theory [19].

There is an ongoing program aiming to classify all the hereditary graph classes on which FO model
checking is FPT. Currently such an algorithm is known for nowhere dense classes [25], for interpretations
of bounded-degree classes [21, 22|, for map graphs [18], for some families of intersection and visibility
graphs [27], for transductions of bounded expansion classes when a suitable witness is given [23], and
finally, for classes with bounded twin-width for which a witness of bounded twin-width can be efficiently
computed [8]. Those include proper minor-closed classes, classes of bounded clique-width, posets of
bounded width and permutations excluding a fixed permutation pattern.

All known tractable hereditary! classes are monadically NIP. This observation is the basis of the
following conjecture:2

» Conjecture 4. Let € be a hereditary class of structures. Then FO model checking is FPT on € if and
only if € is monadically NIP.

Both implications in the conjecture are open. This conjecture is now confirmed in two prominent cases,
assuming FPT#AW(x]:

subgraph-closed graph classes [25], where monadically NIP classes are precisely nowhere dense classes,
hereditary classes of ordered graphs, where monadically NIP classes are precisely classes with bounded
twin-width.

The second item is by our main result, Theorem 1 (¢),(iv),(v),(v’). Both the AW[*]-hardness result in
the case of unbounded twin-width, and the FPT algorithm? in the case of bounded twin-width, are new.
Furthermore Theorem 1 (v),(v’) indicates that for ordered graphs, twin-width is the dividing line of the
tractability of FO model checking, as for (unordered) graphs, bounded treewidth is with MSO» (where
quantifying over edge subsets is allowed) [32], and rank-width is with MSO; (where quantifying over edge
subsets is disallowed).

Conjecture 4 in particular predicts tractability of every class of unordered graphs of bounded twin-width.
Note that from [8] this is only known if the graph is provided with a witness of bounded twin-width.
Our Theorem 2 gives the desired missing link for ordered graphs, that is, an FPT algorithm which either
concludes that the twin-width is at least k, or provides a witness of the twin-width being bounded by
some computable function of k. This is interesting on its own and gives some hope for the unordered case.

Related to this, we believe that Theorem 3 may be of independent interest, and possibly of broader
applicability than just in the context of ordered, binary structures. For example, by Theorem 3, all graph
classes of bounded twin-width (without an order) and all transductions of nowhere dense classes are
restrained, generalizing the fact that classes of ordered graphs of bounded twin-width have bounded grid

Tractable classes that are not hereditary include for example the class of all finite Abelian groups [10]

This conjecture has been circulating in the community for some time, see e.g. the open problem session at the workshop
on Algorithms, Logic and Structure in Warwick in 2016. See also [20, Conjecture 8.2].

Recall that [8] only provides an FPT algorithm when a witness of bounded twin-width is given. Here we lift this
requirement for classes of ordered graphs, thanks to Theorem 2.
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rank. We remark that although our proof of Theorem 1 is purely combinatorial, an alternative proof can
be derived from Theorem 3 (see our unpublished report [40]). This demonstrates that model-theoretic
methods can be used in the context of algorithmic and structural graph theory, and that those two areas
are intimately related.

Expressive power of least fixed-point logic. It is well-known that least fixed-point logic LFP captures
the complexity class P on ordered structures. The ordered conjecture [31] asserts that LFP is more
expressive than first-order logic on every infinite class € of finite ordered structures, in the sense that
there is a sentence ¢ € LFP which is not equivalent to any sentence ¢’ € FO on €.

The conjecture holds for every class € of ordered structures for which FO model checking is FPT (see
[12, Cor. II1.2]). In particular, it follows from Theorem 1 (iv),(v) that the ordered conjecture holds for
every subclass of a hereditary dependent class of finite ordered binary structures.

2 Roadmap

For the most part, the proof will be carried out in the language of matrices over a finite alphabet. Matrices
are considered ordered, in the sense that they are equipped with a total order on the rows and on the
columns. A class of matrices is, by definition, assumed to be closed under taking submatrices, that is,
removing rows and/or columns.

For the sake of simplicity, the description below concerns matrices with entries 0 or 1, called 0, 1-
matrices. A 0, 1-matrix can be seen as a relational structure whose domain consists of its rows and columns,
equipped with two unary predicates marking the rows and the columns, respectively, a total order which
places the rows before the columns, and a binary, symmetric relation which relates a row with a column if
the entry at their intersection is equal to 1.

Recall that the six matrix classes of unbounded twin-width which arise are: the class F— of all
permutation matrices, the class F.. obtained from permutation matrices by exchanging 0’s with 1’s,
and four classes F<gr, F>r, F<c, F>c obtained from permutation matrices by propagating each value 1
downward /upward/leftward /rightward, respectively (see Figure 3). The growth of a class of matrices is
the function counting the number of distinct (square) n x n-matrices in the class, for a given n > 1.

Our main result concerning (hereditary) classes of matrices over a finite alphabet is as follows.

» Theorem 5. Given a class M of 0, 1-matrices, the following are equivalent.

(i) M has bounded twin-width.
(i1) M has bounded grid rank.
(tit) M does not contain any of the siz classes F—, Fx, F<r, F>r, F<c,F>c-
(iv) M does not interpret the class of all graphs.
(v) M does not transduce the class of all graphs.
(vi) M does not have growth at least nl.
(vii) M has growth at most 20,
(viii) FO model checking is FPT on M. (The implication from (viii) holds if FPT#AW][x].)
(iz) there is some r € N such that no matriz M € M admits a r-rich division.

The last condition, (iz), is a technical one, whose definition is deferred to Section 3. This will be a
key intermediate step in proving that (i¢) implies (), as well as in getting an approximation algorithm
for the twin-width of a matrix. Theorem 5 reads the same for matrices over a finite alphabet A, except
that (¢i7) is replaced by: No selection of M contains any of the six classes F—, Fz, F<r, F>r, F<c: F>C»
where for a € A, the a-selection of a matrix class M is the class obtained from the matrices of M by
replacing the letter a € A with 1 and the remaining letters with 0. In Figure 4, a class satisfying (i) is
called pattern-avoiding (the definition will be recalled in Section 3.9).

As mentioned in the introduction, we prove an analogous result (see Theorem 1) for classes of ordered
graphs, or more generally for classes of ordered binary structures. In an informal nutshell, the high points
of the paper read: For hereditary ordered binary structures, bounded twin-width, small, subfactorial



E. Bonnet, U. Giocanti, P. Ossona de Mendez, P. Simon, S. Thomassé, S. Toruiczyk

(#4) bounded grid rank]

Sectio
Theorem 32 heorem 27
[(wc) o 1ich division] [(m) subfactorial growth]
> ﬁ' [(zzz) pattern-avoiding]
. [7, Sec. (vii) small N
Section 4 3

[8, Sec. 7]
[(z) bounded twin—width] Theorem=2

[8, Sec. [(v) monadically NIP

Figure 4 A bird’s eye view of the paper. In green (arrows without a reference to a part of the paper), the
implications that were already known for general binary structures. In red (other arrows except (i) = (viit)), the
new implications for matrices on finite alphabets, or ordered binary structures. The effective implication (7) =
(iz) is useful for Theorem 2. See Figure 6 for a more detailed proof diagram, distinguishing what is done in the
language of matrices and what is done in the language of ordered graphs.

growth, and tractability of FO model checking are all equivalent. We conclude by giving a more detailed
statement of the approximation algorithm.

» Theorem 2 (more precise statement). There is a fized-parameter algorithm, which, given an ordered
binary structure G, encoded by a matriz M, and a parameter k, either outputs

a 2O(k4)-sequence of G, implying that tww(G) = 20(]“4), or
a 2k(k + 1)-rich division of M, implying that tww(G) > k.

We now outline the proof of Theorems 1 and 5.

Proof outline. Bounded twin-width is already known to imply interesting properties: FO model checking
is FPT if a witness of small twin-width is part of the input [8], monadic dependence [8], smallness [7] (see
the green and orange arrows in Figures 4 and 6). For a characterization of some sort in the particular
case of ordered structures, the challenge is to find interesting properties implying bounded twin-width.
A central characterization in the first paper of the series [8] goes as follows.

A graph class € has bounded twin-width if and only if there is a constant d such that every graph
G € € can be ordered so that the adjacency matrix along that order has no d-division where each zone
contains two non-identical rows and two non-identical columns. The backward direction is effective: From
such an ordering, we obtain a witness of bounded twin-width in polynomial time.

Now that we consider ordered graphs it is tempting to try this order to get a witness of low twin-
width. Things are not that simple. Consider the graph G with vertices 1,...,n ordered naturally, where
two vertices are adjacent if and only if they have different parity. The adjacency matrix M of G is
the checkerboard matrix to the left in Figure 5. This matrix is fairly simple and indeed has bounded
twin-width (this will be evident once we formally define twin-width). Yet for d = |n/2], the matrix M
has a d-division where each zone has two different rows and columns. Now a good reordering of G would
put all the odd-indexed vertices together, followed by all the even-indexed vertices. Then the adjacency
matrix M’ of G along the new order (Figure 5, right), where the entries of M’ now encode the edges of G
as well as the original order, is such that every 4-division contains a constant zone.

Can we find such reorderings automatically? Eventually we can, but a crucial opening step is precisely
to nullify the importance of the reordering. We show that matrices have bounded twin-width exactly when
they have bounded grid rank, that is, they do not admit rank-k divisions for arbitrary k. This natural
strengthening on the condition that cells should satisfy (from rank 2 to rank k) exempts us from the need
to reorder. Note that the checkerboard matrix does not have any rank-k division already for k = 3.



10

Twin-width IV: ordered graphs and matrices

B -Exy)A(x<y)
B -EG.y) A (x> y)
Wiy A(x<y)
B EGy) A (x> y)
B x=y

Exy)
=E(x,y) ]

Figure 5 Left: The adjacency matrix of the ordered graph G with vertices 1,...,n and edges ij such that i + j
is odd, along the usual order. (The first row is at the bottom.) Right: The adjacency matrix along another order,
encoding the adjacency as well as the original order. Every 4-division contains some constant zone.

An important intermediate step is provided by the concept of rich divisions (see Section 3.4 for a
definition). We first prove that a greedy strategy to find a potential witness of bounded twin-width can
only be stopped by the presence of a large rich division; thus, unbounded twin-width implies the existence
of arbitrarily large rich divisions. This brings a theme developed in [8] to the ordered world. In turn,
leveraging the Marcus-Tardos theorem, we show that huge rich divisions contain large rank divisions (this
is almost entirely summarized by Figure 9).

By a series of Ramsey-like arguments, we find in large rank divisions more and more structured
submatrices encoding universal permutations. Eventually we find at least one of six encodings of all
permutations. More precisely, each class of unbounded grid rank contains one of the classes F;, for some
s € {=,%4,<gr,>2r,<c,=c} As each of the classes F5 has growth n!, this chain of implications shows
that hereditary classes with unbounded grid rank have growth at least n!. Conversely, classes of matrices
of bounded twin-width have growth 20 by [7]. That establishes the announced speed gap for matrix
classes. Moreover, as each of the classes F interprets the class of all graphs and has an AW([*]-hard model
checking, we obtain Theorem 5.

Finally we translate the permutation encodings in the language of ordered graphs. This allows us to
refine the growth gap specifically for ordered graphs. We also prove that including a family Fj, or its
ordered-graph equivalent ;s » ,, is an obstruction to being NIP. This follows from the fact that the class of
all permutation graphs is independent. As we get an effectively constructible interpretation to the class of
all structures (matrices or ordered graphs), we conclude that FO model checking is not FPT on hereditary
classes of unbounded twin-width. This is the end of the road. The remaining implications to establish the
equivalences of Theorems 1 and 5 come from [8, Sections 7 and 8], [7, Section 3], and Theorem 2 (see
Figure 6).

Theorem 3 is proved using model-theoretic methods. In particular, it relies on a suitable analogue of
forking independence for monadically NIP classes.

Organization. The rest of the paper is organized as follows. In Section 3, we formally define all the
notions used in the rest of the paper. In Section 4, we show that (¢) and (iz) are equivalent. As a
by-product, we obtain a fixed-parameter f(OPT)-approximation algorithm for the twin-width of ordered
matrices. In Section 5, we prove the implication (#) — (iz). In Section 6, we introduce so-called rank
Latin divisions and show that large rank divisions contain large rank Latin divisions. In Section 7, we
further clean the rank Latin divisions in order to show that (#4) — (#) and (vi) — (i7). In Section 8, we
show that (viii) — () and (iv) — (#i7) transposed to the language of ordered graphs. We also refine the
lower bound on the growth of ordered graph classes with unbounded twin-width, to completely settle
Balogh et al’s conjecture [4]. See Figure 6 for a visual outline. Finally, in Section 9 we prove Theorem 3.

3 Preliminaries

Everything which is relevant to the rest of the paper will now be properly defined. We may denote by
[i, 7] the set of integers that are at least ¢ and at most j, and [i] is a short-hand for [1,¢]. We start with
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large rank divisions
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model checking
not FPT
not monadically NIP

Figure 6 A more detailed proof diagram.

the combinatorial objects.

3.1 Graphs, orders, matrices, permutations

By graph we mean a simple, undirected graph G, and denote its set of vertices V(G) and set of edges E(G).
An edge with endpoints u and v is denoted wv or vu. A total order on a set X is a binary relation <
which is transitive, irreflexive, such that for all z,y € X either < y or y < = holds. An ordered graph is
a graph together with a total order on its vertices. The edge complement of a graph (resp. ordered graph)
G is the graph (resp. ordered graph) obtained from G by replacing edges by non-edges, and vice-versa.

A matrizx M over a finite alphabet A is a function M: R x C' — A, where R is a totally ordered set of
rows and C is a totally ordered set of columns. The value M (r, ¢), that we will often denote M, ., is the
entry of M at position (r,c), or in row r and column ¢. We may say that M is an R x C matrix, or an
n X m matrix, where n = |R| and m = |C].

A 0, I-matrix is a matrix over the alphabet {0,1}. A 0, I-matrix with rows R and columns C can be
viewed as an ordered graph with vertices R W C, total order < obtained from the orders on R and C' by
making all the columns larger than all the rows, and edges rc such that » € R, ¢ € C' and M(r,c) = 1.

We distinguish matrices only up to isomorphisms which preserve the order of the rows and columns.
A submatriz of a matrix M is any matrix obtained from M by deleting a (possibly empty) set of rows
and columns. Analogously to permutation classes which are by default supposed closed under taking
subpermutations (or patterns), we will define a class of matrices as a set of matrices closed under taking
submatrices. The submatriz closure of a matrix M is the set of all submatrices of M (including M
itself). Thus our matrix classes include the submatrix closure of every matrix they contain. On the
contrary, classes of (ordered) graphs are only assumed to be closed under isomorphism. A hereditary
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permutation ordered matching set with two orders
1 2 3 4 5 6 <
1 2 3 4 5 6 -
0,1 matrix
bijection between ordered sets ordered permutation graph

KOK E W

Figure 7 Six different views on the same permutation. We use the convention that the first row of a matrix is
at the bottom.

class of (ordered) graphs (resp. binary structures) is one that is closed under taking induced subgraphs
(resp. induced substructures).

An n-permutation, for n > 1, is a bijection 7: [n] — [n]. The set of all n-permutations is denoted &,,.
Permutations turn out to be of central importance in the theory developed here, and indeed, twin-width
has its origins in the Stanley-Wilf conjecture which is precisely about permutations. As we will see, classes
of ordered graphs or matrices with unbounded twin-width are exactly those which contain encodings of
all permutations, under a suitable encoding.

We will use several views on permutations (see Figure 7): as bijections between two ordered sets,
as sets equipped with two total orders, as ordered matchings, as ordered permutation graphs, and as
0, 1-matrices.

An n-permutation m may be viewed as a bijection m between two totally ordered sets, namely
X =([n],<) and Y = ([n], <). Conversely, for every bijection f: X — Y between two totally ordered sets
of size n there is a unique n-permutation 7 such that f = i;,l omoix holds for the unique order-preserving
bijections ix: X — [n] and iy: Y — [n]. Using this correspondence, we may define the notion of
a subpermutation. A subpermutation of an n-permutation 7 induced by a set U C [n] is the unique
|U|-permutation which corresponds to the restriction 7|y, treated as a bijection between the ordered sets
U C [n] and m(U) C [n], via the correspondence described above.

Similarly, an n-permutation = defines two orders on [n], namely the usual order <;, and the order
<y such that i <5 j if and only if 7(i) < 7(j). Conversely, every finite set equipped with two total
orders is isomorphic to one obtained from a permutation as described above. Via this correspondence,
subpermutations correspond exactly to induced substructures of sets equipped with two total orders.

An ordered matching is an ordered graph with vertices a1 < ... < a, < by < ... < b, such that each
a; is adjacent with exactly one b;, and vice-versa. Hence, there is a unique n-permutation 7 such that a;
is adjacent with b, for i € [n].

An ordered permutation graph associated with an n-permutation 7 is the ordered graph G, with
vertices [n] ordered naturally, such that ¢ < j are adjacent if and only if m(i) > m(j). Note that the
isomorphism type of G, determines the permutation 7 uniquely. If o is a subpermutation of 7 induced by
U C [n] then G, is the subgraph of G induced by U. Observe that the edge complement of a permutation
graph G is also a permutation graph. Namely, if G, corresponds to two total orders <j, <5 on [n], as
explained above, then the edge complement of G, corresponds to the orders <j,>5 on [n].

Finally, n-permutations correspond to n x n 0, l-matrices with exactly one 1 in each row and in each
column. We adopt the standard conventions that the 1 entries in the matrix of permutation o € &,, are
at positions (¢, 0(¢)) for ¢ € [n], and that, in this context of patterns, the first row is placed at the bottom.
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A permutation o is a subpermutation of 7 if the matrix of ¢ is a submatrix of the matrix of .
In fact, we will see even more representations of permutations as matrices or ordered graphs, namely
five further matrix classes and twenty-three further classes of ordered graphs.

3.2 Structures

A relational signature Y is a finite set of relation symbols R, each with a specified arity » € N.
A Y-structure A is defined by a set A (the domain of A) together with a relation R* C A" for each rela-
tion symbol R € X with arity r. The syntax and semantics of first-order formulas over X', or X'-formulas
for brevity, are defined as usual.

A graph is viewed as a structure over the signature with one binary relation F indicating the adjacency
between vertices. A total order is viewed as a structure over the signature with one binary relation <.
An ordered graph is viewed as a structure over the signature with two binary relations, F and <. More
generally, an ordered binary structure is a structure A over a signature X' consisting of unary and binary
relation symbols which includes the symbol <, and such that < defines in A a total order on the domain
of A.

A matrix M over a finite alphabet A with rows R and columns C' is viewed as an ordered binary
structure with domain R W C, equipped with the following relations:

unary relations R and C, interpreted as the set of rows and set of columns, respectively,

a binary relation < which defines a total order on RW C, extending the total orders on the rows and
columns of M in such a way that the rows precede the columns,

one binary relation E,, for each a € A, where E,(r,¢) holds if and only if r is a row, ¢ is a column,
and a is the entry of M at row r and column c.

3.3 Twin-width

In the first paper of the series [8], we define twin-width for general binary structures via unordered matrices.
The twin-width of (ordered) matrices can be defined this way by encoding the total orders on the rows
and on the columns with two binary relations. However we will give an equivalent definition, tailored to
ordered structures. This slight shift is already a first step in understanding these structures better, with
respect to twin-width. We insist that matrices are always ordered objects, in the current paper. Thus the
twin-width of a matrix does not coincide with the twin-width of unordered matrices, as defined in [8].

Let M be an n X m matrix with entries ranging over a fixed finite set. We denote by R := {r1,...,7}
its set of rows and by C := {c1,..., ¢} its set of columns. Let S be a non-empty subset of columns,
cq be the column of S with minimum index a, and ¢, the column of S with maximum index b. The span
of S is the set of columns {cq, Cat1,-..,Cp—1,Cp}. We say that a subset S C C' is in conflict with another
subset S’ C C if their spans intersect. A partition P of C' is k-overlapping if every part of P is in conflict
with at most k other parts of P. The definitions of span, conflict, and k-overlapping partition similarly
apply to sets of rows. With that terminology, a division is a 0-overlapping partition.

A partition P is a contraction of a partition P’ (defined on the same set) if it is obtained by merging
two parts of P’. A contraction sequence of M is a sequence of partitions Pi, ..., Ppim—1 of the set RUC
such that P is the partition into n + m singletons, P; 1 is a contraction of P; for all i € [n +m — 2],
and Ppim—1 = {R,C}. In other words, we merge at every step two column parts (made exclusively or
columns) or two row parts (made exclusively or rows), and terminate when all rows and all columns both
form a single part. We denote by P/ the partition of R induced by P; and by PZ»C the partition of C'
induced by P;. A contraction sequence is k-overlapping if all partitions PF and Pic are k-overlapping
partitions. Note that a 0-overlapping sequence is a sequence of divisions.

If S% is a subset of R, and S€ is a subset of C, we denote by S® NS¢ the submatrix at the intersection
of the rows of S® and of the columns of S¢. Given some column part C, of Pic, the error value of C,
is the number of row parts Ry of PiR for which the submatrix C, N Ry of M is not constant. The error
value is defined similarly for rows, by switching the role of columns and rows. The error value of P; is
the maximum error value of some part in P or in PC. A contraction sequence is a (k, e)-sequence if all
partitions P/ and Pic are k-overlapping partitions with error value at most e. Strictly speaking, to be

13
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consistent with the definitions in the first paper [8], the twin-width of a matrix M, denoted by tww (M),
is the minimum k + e such that M has a (k, e)-sequence. This matches, setting d := k + e, what we called
a d-sequence for the binary structure encoding M [8]. We will however not worry about the exact value of
twin-width, but merely whether it is bounded or unbounded on a class of structures. Thus for the sake of
simplicity, we often consider the minimum integer k such that M has a (k, k)-sequence. This integer is
indeed sandwiched between tww(M)/2 and tww(M).

The twin-width of a matrix class M, denoted by tww(M), is simply defined as the supremum of
{tww(M) | M € M}. We say that M has bounded twin-width if tww(M) < oo, or equivalently, if there is
a finite integer k such that every matrix M € M has twin-width at most k. A class € of ordered graphs
has bounded twin-width if all the adjacency matrices of graphs G € € along their vertex ordering, or
equivalently their submatrix closure, form a set/class with bounded twin-width.

We can more generally define the twin-width of ordered binary structures via matrices. The matriz
encoding of an ordered binary structure A with relations <, B, ..., E, is the |A| x |A| matrix over the
alphabet {—1,0,1,2}” whose entry at position (z,y), is the vector (b1,...,b,) € {—1,0,1,2}” such that
b =1if E;(z,y) N—E;(y,x) holds, b; = —1 if =E;(x,y) A E;(y, x) holds, b; = 2 if E;(z,y) A E;(y, x) holds,
and b; = 0 otherwise. Then the twin-width of an ordered binary structure A is simply the twin-width
of the matrix encoding of A. We choose this particular encoding so that the vector (b1,bo,...,b,) at
position (z,y) and the one (b}, b5, ...,b,) at position (y, x) satisfies b; = £b; for every i € [p]. We then
say that the matrix is mized-symmetric as in each vector some coordinates are symmetric while others
are skew-symmetric. This technicality allows to turn a contraction sequence of a matrix encoding into
a contraction sequence of its associated ordered binary structure. For more details, see [8, Section 5,
Theorem 14].

3.4 Rank division and rich division

We recall that a division D of a matrix M is a pair (D?, D), where D® (resp. D) is a partition of
the rows (resp. columns) of M into (contiguous) intervals, or equivalently, a 0-overlapping partition.
A d-division is a division satisfying |Df| = |D| = d. For every pair R; € D, C; € D, the submatrix
R; N C; may be called zone (or cell) of D since it is, by definition, a contiguous submatrix of M. We
observe that a d-division defines d? zones.

A rank-k d-division of M is a d-division D such that for every R; € D¥ and C; € D the zone R; N C}
has at least k distinct rows or at least k distinct columns. A rank-k division is simply a short-hand for
a rank-k k-division. The grid rank of a matrix M is the largest integer k such that M admits a rank-k
division. A class M has bounded grid rank if there is some integer k£ such that every matrix M € M has
grid rank less than k, or equivalently, for every k-division D of M, there is a zone of D with less than k
distinct rows and less than k& distinct columns.

Closely related to rank divisions, a k-rich division is a division D of a matrix M on rows and columns
R U C such that:

for every part R, of D and for every subset Y of at most k parts in D¢, the submatrix R, N (C\ UY)
has at least k distinct row vectors, and symmetrically

for every part Cy, of D¢ and for every subset X of at most k parts in D, the submatrix (R\ UX)NCy
has at least k distinct column vectors.

Informally, in a large rich division (that is, a k-rich division for some large value of k), the diversity in
the column vectors within a column part cannot drop too much by removing a controlled number of row
parts. And the same applies to the diversity in the row vectors.

3.5 Enumerative combinatorics

In the context of unordered structures, a graph class C is small if there is a constant ¢, such that its
number of n-vertex graphs bijectively labeled by [n] is at most nlc™. When considering totally ordered
structures, for which the identity is the unique automorphism, one can advantageously drop the labeling
and the n! factor. Indeed, on these structures, counting up to isomorphism or up to equality is the same.
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Thus a matrix class M is small if there exists a real number ¢ such that the total number of n x m
matrices in M is at most ¢™ax(mm)

Marcus and Tardos [33] showed the following central result, henceforth referred to as Marcus-Tardos
theorem, which by an argument due to Klazar [29] was known to imply the Stanley-Wilf conjecture, that
permutation classes avoiding any fixed pattern are small.

» Theorem 6. There exists a function mt : N — N such that every n X m matriz M with at least
mt(k) max(n, m) non-zero entries has a k-division in which every zone contains a non-zero entry.

We call mt(+) the Marcus-Tardos bound. The current best bound is mt(k) = §(k + 1)22% = 200 [13].

Among other things, the Marcus-Tardos theorem is a crucial tool in the development of the theory around
twin-width. In the second paper of the series [7], the Stanley-Wilf conjecture/Marcus-Tardos theorem
was generalized to classes with bounded twin-width. We showed that every graph class with bounded
twin-width is small (while proper subclasses of permutation graphs have bounded twin-width [8]). This
can be readily extended to every bounded twin-width class of binary structures. It was further conjectured
that the converse holds for hereditary classes: Every hereditary small class of binary structures has
bounded twin-width. We will confirm this conjecture, in the current paper, for the special case of totally
ordered binary structures.

We denote by M,,, the n-slice of a matrix class M, that is the set of all n x n matrices of M (up
to isomorphism which preserves the order on the rows and columns). The growth (or speed) of a matrix
class is the function n € N — |M,,|. A class M has subfactorial growth if there is a finite integer beyond
which the growth of M is strictly less than n!; more formally, if there is ng such that for every n > nyg,
|M,,| < nl. Similarly, € being a class of ordered graphs, the n-slice of €, €,, is the set of n-vertex
ordered graphs in €, up to isomorphism. And the growth (or speed) of a class € of ordered graphs is the
function n € N — |€,|.

The following result follows from [7].

» Theorem 7. Let € be a class of ordered binary structures of bounded twin-width. Then € has growth
c" for some constant c.

3.6 Computational complexity

First-order (FO) matrix model checking asks, given a matrix M (or a totally ordered binary structure S)
and a first-order sentence ¢ (i.e., a formula without any free variable), if M | ¢ holds. The atomic
formulas in ¢ are of the kinds described in Section 3.2.

We then say that a matrix class M is tractable if FO model checking is fixed-parameter tractable
(FPT) when parameterized by the sentence size and the input matrices are drawn from M. That is, M is
tractable if there exists a constant ¢ and a computable function f, such that M = ¢ can be decided in
time f(£) (m 4 n)°, for every n x m matrix M € M and FO sentence ¢ of quantifier depth £. We may
denote the size of M, n + m, by |M|, and the quantifier depth (i.e., the maximum number of nested
quantifiers) of ¢ by |p|. Similarly a class € of binary structures is tractable if FO model checking is
FPT on €.

FO model checking of general (unordered) graphs is AW[*]-complete [17], and thus very unlikely to
be FPT. Indeed FPT#AAW(*] is a much weaker assumption than the already widely-believed Exponential
Time Hypothesis [28], and if false, would in particular imply the existence of a subexponential algorithm
solving 3-SAT. In the first paper of the series [8], we show that FO model checking of general binary
structures of bounded twin-width given with an O(1)-sequence can even be solved in linear FPT time
f(el) |U], where U is the universe of the structure. In other words, bounded twin-width classes admitting
a g(OPT)-approximation for the contraction sequences are tractable. It is known for (unordered) graph
classes that the converse does not hold. For instance, the class of all subcubic graphs (i.e., graphs with
degree at most 3) is tractable [37] but has unbounded twin-width [7]. Theorem 2 will show that, on every
class of ordered graphs, a fixed-parameter approximation algorithm for the contraction sequence exists.
Thus every bounded twin-width class of ordered graphs is tractable. We will also see that the converse
holds for hereditary classes of ordered graphs.
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3.7 Interpretations and transductions

Let X, I' be signatures. A simple interpretation |: X — I' consists of the following X-formulas: a domain
formula v(z), and for each relation symbol R € I of arity r, a formula pg(x1,...,2,). If A isa X-structure,
the I'-structure I(A) has domain v¥(A) = {v € A: A | v(v)} and the interpretation of a relation symbol
R € X of arity r is pr(A) Nv(A)", that is:

R = {(v1,...,v,) € UA) : A k= pr(vr, ... v,)}.

If € is a class of Y-structures then denote |(€) = {I(A) | A € €}.

An important property of (simple) interpretations is that they can be composed: if I: X — I' and
J: I — A are interpretations, then there is an interpretation Jol: X' — A (computable from | and J) such
that (Jo1)(A) = J(I(A)) for every X-structure A. Similarly, for every X-sentence ¢ there is a sentence
I*(¢) computable from | and ¢ such that for every X-structure A and we have

A Ee <« AEF@).

A class € interprets a class 9 if there is an interpretation | such that 1(€) 2 2. We say that €
efficiently interprets & if additionally there is an algorithm which, given D € 9, computes in time
polynomial in the size of D a structure C € € such that I(C) is isomorphic to D. (A structure is
represented by the size of its domain written in unary, followed by the adjacency matrices representing
each of its relations.) By composition of interpretations, we conclude that if € efficiently interprets &
and D efficiently interprets &, then € efficiently interprets &.

Efficient interpretations are a convenient way for obtaining FPT reductions, as expressed by the
following straightforward lemma.

» Lemma 8. Suppose that € efficiently interprets a class D. Then there is an FPT reduction of FO model
checking on D to FO model checking on €: there is a computable function f, a constant ¢, and an
algorithm which given a structure D € D and an FO sentence ¢ computes in time f(p) - |D|¢ a structure
C € € and an FO sentence v such that

DEy & Cku.
Since FO model checking on the class of all graphs is AW[x]-hard [17], we get:
> Corollary 9. If € efficiently interprets the class of all graphs then model checking on € is AW|[x]|-hard.

An important class of ordered graphs which efficiently interprets the class of all graphs is the class
A of all ordered matchings. This is expressed by the following folklore result, whose proof is included
in Appendix A for completeness.

» Lemma 10. The class M of ordered matchings efficiently interprets the class of all graphs.

Let X C X7T be relational signatures. The X-reduct of a Xt -structure A is the structure obtained
from A by “forgetting” all the relations not in Y. We denote this interpretation as Reducty: X+ — X, or
simply Reduct, when X is clear from context.

A class € of X-structures transduces a class 9 if there is a class €+ of X T-structures, where X is
the union of X and some unary relation symbols such that Reducts(€1) = € and €™ interprets 2.

The following result follows from [8].

» Theorem 11. Let € be a class of ordered, binary structures, and suppose that € has bounded twin-width.
Then € does not transduce the class of all graphs.

This result more generally holds for (non necessarily ordered) binary structures. We only state it in the
ordered case, since the definition of twin-width we gave in Section 3.3 only fits ordered binary structures.

Fix a binary signature X' containing the symbol <. An atomic type 7(x1,...,2,) over X is a maximal
conjunction of atomic formulas or negated atomic formulas with variables z1, ..., z,, which is satisfiable
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in some ordered X-structure. (It is sufficient to verify this condition for structures with n elements, since
the formulas are quantifier-free.) If a is an n-tuple of elements of an ordered X-structure A then the
atomic type of a is the unique (up to equivalence) atomic type 7(x1,...,2,) satisfied by @ in A. For an
atomic type 7(z,y) and ordered X-structure A let |,.(A) be the ordered graph whose domain and order
are the same as in A, and where two vertices u < v are adjacent if and only if 7(u,v) holds in A. Then I,
is an interpretation from X' to the signature of ordered graphs.

We formulate a standard lemma reducing the model checking problem for adjacency matrices of
structures from a class € to the model checking problem for €. Let us view here the adjacency matrix
M(A) of an ordered X-structure A as the matrix |A| X |A| matrix whose entry at position (a,b), for
a,b € A, is the atomic type of the pair (a,b). Hence, M(A) is a matrix over the alphabet Ay consisting
of all atomic types 7(z,y) with two variables. See Appendix B for a proof of the lemma.

> Lemma 12. Let € be a class of ordered binary structures and let M = {M(A) | A € €} be the class of
adjacency matrices of structures in €. Then there is an FPT reduction of the FO model checking problem
for M to the FO model checking problem for €. In particular, if the former is AW[x|-hard, so is the latter.

3.8 Model theory

Let ¢(T,7) be a X-formula and let € be a class of X-structures. The formula ¢ is independent over € if
for every binary relation R C A x B between two finite sets A and B there exists a X-structure C € €,
some tuples (Tg)qca in Ol and (Ty)pep in O such that

CE ¢(ts,7) <= R(a,b) foralla € Aand b € B.

The class € is independent if there is a X-formula ¢(7,7) that is independent over €. Otherwise, the
class € is dependent (or NIP, for Not the Independence Property). Note that if a class € interprets the
class of all graphs, then it is independent.

A monadic lift of a class € of Y-structures is a class €1 of X t-structures, where X1 is the union of
X and a set of unary relation symbols, and € = {Reducts(A): A € €T}. A class € of Y-structures is
monadically dependent (or monadically NIP) if every monadic lift of € is dependent (or NIP).

The following theorem witnesses that transductions are particularly fitting to the study of monadic
dependence:

» Theorem 13 (Baldwin and Shelah [2]). A class € of X-structures is monadically dependent if and only
if for every monadic lift €+ of € (in X7 -structures), every XV -formula o(Z,7) with |T| = |y] = 1 is
dependent over €+. Consequently, € is monadically dependent if and only if € does not transduce the
class & of all finite graphs.

3.9 Patterns

For a permutation o € &,, and parameter s € {=,#,<g, 2r,<c¢, =c}, we define the n x n matrix Fy(o)
with entry at row ¢ and column j equal to (see Figure 3):

o [0(i) =j], ifsis =, o [o(i)#£]], if s is ‘4,
o [i<o'(j), ifsis <gr’, o [i=07'(j)], ifsis =k’
o [j<o(i)],ifsis <o o [j=0(i)], ifsis ¢

Here, [a] is the Iverson bracket, with value 1 if « holds and 0 otherwise. Let F; denote the submatrix
closure of the matrices Fy(o), for all permutations o.

We can also define classes F; for s € {<g,>rg,<¢,>c} analogously as above, but replacing the
non-strict inequalities < and > by the strict variants < and >. While changing the subscript s in Fy(o)

4 The converse also holds if the interpretations can use constant symbols, and we can take induced substructures after
performing the interpretation, see [39].
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from a non-strict inequality to its strict variant affects the matrix entries, we nevertheless have:
Fer=F<r, F>r=F>r, JF<c=7F<c, Fsc=7Fzc.

A class M of 0, 1-matrices is pattern-avoiding if it does not include any of the six matrix classes Fy,
for s € {=,#,<gr,2r,<c, =>c}. We now lift this notion to arbitrary alphabets.

For a finite alphabet A, letter a € A, and matrix M over A, the a-selection of M is the 0, 1-matrix
sa(M) obtained from M by replacing each occurrence of a by 1 and each other letter by 0. The a-selection
of a class M of matrices is the class s, (M) of a-selections of matrices in M. Say that M is pattern-avoiding
if every its a-selection s,(M) is pattern-avoiding.

In the introduction we define the 25 classes of ordered graphs & and M » ,, for s € {=,#, <i, 21,<r, 2}
and \,p € {0,1}. The parameters =,#,<g,>g,<c, and >¢ used for matrices are renamed to
=,#, <, 21, <, and >, in the case of ordered graphs, since rows and columns are interpreted as left and
right vertices, respectively. The classes ;s x,, can be alternatively defined as follows.

Let H be an ordered matching with vertices a1 < ... < a, < by < ... < by, so that there is some
o € &, such that a; is matched with b,(;), for 1 <i < n. Then for s € {=,#, <, 2,<,, 2}, define an
ordered graph H(s, A, p|] with vertices a; < ... < an, <b1 < ... < by, such that [E(a;,b;)] (the truth value
of the adjacency between a; and b;) is equal to:

[U(Z) = J]v [U(Z)#JL [J(z) < ]]7 [0(7’) = j], [Z < U_l(])]v or [Z 2 J_l(])]ﬂ

depending on the parameter s € {=,#,<;,2,,<;, 2}, and for 1 < ¢ < j < n, [E(a;,q;)] = A
and [E(b;,b;)] = p. Note that ([E(a;,b;j)])1<ij<n = Fs(0), where s is now treated as an element of
{=,#,<Rr,2r,<c, 20}

The class M »,, is the hereditary closure of the class of all ordered graphs Hs, A, p|, where H is an
ordered matching. The class & is the class of all ordered permutation graphs, and satisfies the following
properties (see Section 3.1).

» Lemma 14. The class &P is hereditary, closed under edge complements, and has growth n!.

3.10 Ramsey theory
We recall Ramsey’s theorem.

» Theorem 15 (Ramsey's theorem [35]). There exists a function R.(-) : N x N — N such that for every
k>1,t>1 the complete graph Kg,(x) with edges colored by t distinct colors contains a monochromatic
clique on k wvertices, i.e., a clique whose edges all have the same color.

For every p > 0 we will denote with Rip ) (+) the function Ry(-) iterated p times. A well-known variant

of Theorem 15 for complete bipartite graphs is the following:

» Theorem 16 (Bipartite Ramsey's theorem). There exists a function b.(-) : N x N — N such that
for every k > 1, t > 1 the complete graph Ky, ()b, (k) with edges colored by t distinct colors contains a
monochromatic biclique Ky, .

The order type of a pair (x,y) of elements of a totally ordered set is the integer ot(x,y) defined by

-1 ifx>y
ot(z,y) =40 ifz=y
1 ifx <y.

For structures with two orders, we will use a convenient specific result from Ramsey theory, which is a
special case of the so-called product Ramsey theorem (see e.g. Proposition 3 in [5] in the special case of
the full product of two copies of (Q, <). See also the historical comment following it).

For a set with two total orders (X, <1, <2), let oty (z,y) denote the order type of z,y with respect
to <1, while oto(z,y) the order type with respect to <s.
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» Lemma 17. Fiz a finite set of colors I with t := |I'|. There exists a function g,(-) : N — N such that
for every finite set with two total orders M = ([k], <1, <2) there is another finite set with two total orders
N = ([N], <1, <2) where N = gi(k), such that for every coloring c: [N]?> — I there is a substructure M’
of N isomorphic to M such that ¢(p,q) depends only on ot1(p,q) and ota(p,q), for all distinct p,q € M'.
More precisely, c(p,q) = v(ot1(p,q),0t2(p,q)) holds for some function v: {—1,0,1}2 — I.

Lemma 17 translates to the following statement on permutations.

» Lemma 18. Fix a finite set of colors I'. For every k > 1 and permutation o € &y, there is N > 1 and
a permutation © € Sy such that for every coloring c: [N]? — I there is a set U C [N] of size k such that
o is the subpermutation of 7 induced by U, and c(i,7) depends only on ot(i,j) and ot(n (i), n(5)), for all
i,7€U.

4 Effective equivalence of bounded twin-width and no large rich division

In this section we show the equivalence between (¢) and (iz). As a by-product, we obtain an f(OPT)-
approximation algorithm for the twin-width of matrices, or ordered graphs. We first show that a large
rich division implies large twin-width. This direction is crucial for the algorithm but not for the main
circuit of implications.

» Lemma 19. If M has a 2k(k + 1)-rich division D, then tww(M) > k.

Proof. We prove the contrapositive. Let M be a matrix of twin-width at most k. In particular, M
admits a (k, k)-sequence Pi, ..., Pnim—1. Let D be any division of M. We want to show that D is not
2k(k + 1)-rich.

Let ¢ be the smallest index such that either a part R; of PtR intersects three parts of DE, or a part C;
of PY intersects three parts of D¢. Without loss of generality we can assume that C; e PE intersects
three parts C’, Cf, C’ of DY, with a < b < ¢ where the parts Cj,...,C’, of the division D are ordered
from left to right. Since P is a k-overlapping partition, the subset S, consisting of the parts of P
intersecting C;, has size at most k + 1. Indeed, S contains C; plus at most k parts which C; is in conflict
with.

Here a part R’, of D is called red if there exist a part R; of PF intersecting R/, and a part C, in S
such that the submatrix R; N C, is not constant (see Figure 8). We then say that C, is a witness of R’
being red. Let N C R be the subset of rows not in a red part of D. Note that for every part C, € S,
the submatrix N N C, consists of the same column vector repeated |C| times. Therefore N N Cj has at
most k£ 4 1 distinct column vectors.

Besides, the number of red parts witnessed by C, € S is at most 2k. This is because the number of
non-constant submatrices R; N C,, with R; € P[, is at most k (since Py, ..., Puim_1 is a (k, k)-sequence)
and because every R; intersects at most two parts of D (by definition of ¢). Hence the total number of
red parts is at most 2k|S|, thus at most 2k(k + 1). Consequently, there is a subset X of at most 2k(k + 1)
parts of D namely the red parts, and a part C of D¢ such that (R\ UX) N Cj = N NC} consists of at
most k + 1 distinct column vectors. Thus D is not a 2k(k + 1)-rich division. <

Our main algorithmic result is that approximating the twin-width of matrices (or ordered graphs) is
FPT. Let us observe that this remains a challenging open problem for (unordered) graphs. We finally
state Theorem 2 in the language of matrices, since rich divisions are only natural in that setting. The
previous statement of Theorem 2, for ordered binary structures, readily follows.

Indeed recall that the twin-width of an ordered binary structure is defined as the twin-width of
its matrix encoding. Besides a contraction sequence for the matrix can be turned into a contraction
sequence for the ordered binary structure. Every time the i-th and j-th, say, column parts are merged, we
symmetrically merge the i-th and j-th row parts. Because our matrix encoding is mixed-symmetric, this
produces a sequence with the same error value (see [8, Theorem 14]). The now-symmetric sequence can
then be interpreted as contracting the vertices of a graph, or more generally, the domain elements of a
binary structure.
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o ! !

C.
Cj

Figure 8 The division D in black. The column part C; € PE, first to intersect three division parts, in orange.
Two row parts of D turn red because of the non-constant submatrix C, N R;, with C, € S and R; € DE. After
removal of the at most 2k|S| red parts, |S| < k + 1 bounds the number of distinct columns.

» Theorem 2. Given as input an n X m matriz M over a finite alphabet A, and an integer k, there is an
2 jog k)
22O(k g (

n 4+ m)°W time algorithm which returns
m either a 2k(k + 1)-rich division of M, certifying that tww(M) > k,
= or an (|A|PF) | A0 sequence, certifying that tww(M) = |A|OKY.

Proof. We try to construct a division sequence Di, ..., Dy tm—1 of M such that every D; satisfies the

following properties P and ¢ Let r be equal to 4k(k + 1) + 1.

= P For every part R, of DF, there is a set Y of at most r parts of DY, such that the submatrix
R, N (C'\UY) has at most r — 1 distinct row vectors.

= PC: For every part Cy, of DY, there is a set X of at most r parts of DF, such that the submatrix
(R\ UX) N Cy has at most r — 1 distinct column vectors.

The algorithm is greedy: Whenever we can merge two consecutive row parts or two consecutive column

parts in D; so that the above properties are preserved, we do so, and obtain D;;1. We first show that

checking properties 2% and P can be done in fixed-parameter time.

> Lemma 20. Whether 2%, or P, holds can be decided in time 22°% %" (n + m)0().

Proof. We show the lemma with 9% since the case of ¢ is symmetric. For every R, € DI, we denote by
PE(R,) the fact that R, satisfies the condition % starting at “there is a set Y.” If one can check #*(R,,)
in time 7', one can thus check 2% and P for the current division D; in time (|Df|+ |DENT < (n+m)T.

To decide 2F(R,), we initialize the set Y with all the column parts Cj, € D such that the zone
R, N Cy contains more than r — 1 distinct rows. Indeed these parts have to be in Y. At this point, if
R, N (C\UY) has more than (r — 1)"+! distinct rows, then F(R,,) is false. Indeed, each further removal
of a column part divides the number of distinct rows in R, by at most » — 1. Thus after at most r further
removals, more than r — 1 distinct rows would remain.

Let us suppose instead that R, N (C \ UY) has at most (r — 1)"*! distinct rows. We keep one
representative for each distinct row. For every Cj € Dic \ 'Y, the number of distinct columns in zone
R, N Cy is at most |A|"~!. In each of these zones, we keep only one representative for every occurring
column vector. Now every zone of R, has dimension at most (r — 1)" ! x |A|"~!. Therefore the maximum
number of distinct zones is exp(exp(O(rlogr))) = exp(exp(O(k?logk))).
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If a same zone Z is repeated in R, more than r times, at least one occurrence of the zone will not be
included in Y. In that case, putting copies of Z in Y is pointless: it eventually does not decrease the
number of distinct rows. Thus if that happens, we keep exactly r 4+ 1 copies of Z. Now R, has at most
(r+1) - exp(exp(O(k?log k))) = exp(exp(O(k?log k))) zones. We can try out all exp(exp(O(k?logk)))",
that is, exp(exp(O(k?logk))) possibilities for the set Y, and conclude whether or not one of them
works. <

Two cases can arise.

Case 1. The algorithm terminates on some division D; and no merge is possible.
Let us assume that DF := {Ry,..., R,} and DY := {C1,...,C;}, where the parts are ordered by increasing
vector indices. We consider the division D of M obtained by merging in D; the pairs {Roq_1, R2s} and
{Cap_1,Ca}, for every 1 <a < [s/2] and 1 < b < [t/2]. Let C} be any column part of D¢, Since the
algorithm has stopped, for every set X of at most (r — 1)/2 parts of D, the matrix (R\ UX) N C} has at
least 7 distinct (column) vectors. This is because (r — 1)/2 parts of D corresponds to at most r — 1 parts

of DE. The same applies to the row parts, so we deduce that D is (r — 1)/2-rich, that is, 2k(k + 1)-rich.

Therefore, by Lemma 19, M has twin-width greater than k.

Case 2. The algorithm terminates with a full sequence D1, ..., Dyim—1-

Given a division D; with DF := {Ry,..., R,} and DY := {C4,...,C}}, we now define a partition P; that
refines D; and has small error value. To do so, we fix a, say, column part C; and show how to partition it
further in P;.

By assumption on D;, there exists a subset X of at most r parts of D such that (R\ UX) N C; has
less than 7 distinct column vectors. We now denote by F the set of parts R, of D such that the zone
R, N Cj has at least r distinct rows and r distinct columns. Such a zone is called full. Observe that
F C X. Moreover, for every R, in X \ F, the total number of distinct column vectors in R, N C; is
at most max(r, |A|"~!) = |A|"~!, assuming that the alphabet A has at least two letters. Indeed, if the
number of distinct columns in R, N Cj is at least r, then the number of distinct rows is at most r — 1.

In particular, the total number of distinct column vectors in (R \ UF)NCj is at most w := r(JA|""1)";
a multiplicative factor of |A|"~! for each of the at most r zones R, € X \ F, and a multiplicative factor
of r for (R\UX)NC;. We partition the columns of C; accordingly to their subvector in (R\UF)NC; (by
grouping columns with equal subvectors together). The partition P; is obtained by refining, as described
for Cj, all column parts and all row parts of D;.

By construction, P; is a refinement of P;;; since every full zone of D; remains full in D;;;. Hence if
two columns belong to the same part of P;, they continue belonging to the same part of P;;1. Besides,
P; is a w-overlapping partition of M, and its error value is at most r - w since non-constant zones can

only occur in full zones (at most r per part of D;), which are further partitioned at most w times in P;.

To finally get a contraction sequence, we greedily merge parts to fill the intermediate partitions between
P; and P;11. Note that all intermediate refinements of P; 1 are w-overlapping partitions. Moreover the
error value of a column part does not exceed r - w. Finally the error value of a row part can increase
during the intermediate steps by at most 2w. All in all, we get a (w, (r 4+ 2) - w)-sequence. This implies
that M has twin-width at most (r +2) - w = |A\O(k4).

The running time of the overall algorithm follows from Lemma 20. <

The approximation ratio, of 29(OF T4), can be analyzed more carefully by observing that bounded
twin-width implies bounded VC dimension. Then the threshold |A|"~! can be replaced by 7%, where d
upperbounds the VC dimension. As a direct corollary of our algorithm, if the matrix M does not admit
any large rich division, the only possible outcome is a contraction sequence. Considering the size of A as
an absolute constant, we thus obtain the following.

» Theorem 21. If M has no r-rich division, then tww(M) = 200""),

This is the direction which is important for the circuit of implications. The algorithm of Theorem 2
further implies that Theorem 21 is effective.
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5 Large rich divisions imply large rank divisions

In this section we show how to extract a large rank division from a huge rich division. We remind the
reader that a rank-k division is a k-division in which every zone has at least k distinct rows or at least k
distinct columns. We recall that mt is the Marcus-Tardos bound of Theorem 6.

» Theorem 22. Let A be a finite set, and K = |A|kmt(’“2). Every A-matriz M with a K-rich division D
has a rank-k division.

Proof. Without loss of generality, we can assume that D¢ has size at least the size of D®. We color red
every zone of D which has at least k distinct rows or at least k distinct columns. We now color blue a
zone R; N C; of D if it contains a row vector r (of length |C;|) which does not appear in any non-red zone
R,y N C; with 7' < 1. We then call r a blue witness of R; N Cj.

Let us now denote by U; the subset of DX such that every zone R; N C; with R; € U; is uncolored,
i.e., neither red nor blue. Since the division D is K-rich, if the number of colored (i.e., red or blue) zones
R; N Cj is less than K, the matrix (UU;) N C; has at least K distinct column vectors. So (UU;) N C;
has at least log| 4| K' = kmt(k?) distinct row vectors. By design, every row vector appearing in some
uncolored zone R; N C; must appear in some blue zone Ry N C; with ¢/ < i. Therefore at least k mt(k?)
distinct row vectors must appear in some blue zones within column part C}. Since a blue zone contains
less than k distinct row vectors (otherwise it would be a red zone), there are, in that case, at least
kmt(k?)/k = mt(k?) blue zones within C;. Therefore in any case, the number of colored zones R; N C; is
at least mt(k?) per Cj.

Thus, by Theorem 6, we can find D’ a k? x k? division of M, coarsening D, with at least one colored
zone of D in each cell of D'. Now we consider D" the k x k division of M, coarsening D', where each
supercell of D" corresponds a k x k square block of cells of D’ (see Figure 9). Our goal is to show that
every supercell Z of D" has at least k distinct rows or k distinct columns. If the supercell Z contains a red
zone of D, the property immediately holds for Z. If not, each of the k x k cells of D’ within the supercell
Z contains at least one blue zone of D. Let Z; ; be the cell in the i-th row block and j-th column block of
hypercell Z, for every i, j € [k]. Consider the diagonal cells Z; ; (i € [k]) of D’ within the supercell Z. In
each of them, there is at least one blue zone witnessed by a row vector, say, 7;. Let r; be the prolongation
of 7; up until the two vertical limits of Z. We claim that every r; (with i € [k]) is distinct. Indeed by
definition of a blue witness, if i < j, r; is different from all the row vectors below it, in particular from 7;
restricted to these columns. So Z has at least k distinct row vectors. <

6 Rank Latin divisions

In this section, we show a Ramsey-like result which establishes that every (hereditary) matrix class with
unbounded grid rank can encode all the n-permutations with some of its 2n x 2n matrices. In particular
and in light of the previous sections, this proves the small conjecture for ordered graphs.

We recall that a rank-k d-division of a matrix M is a d-by-d division of M whose every zone has rank
at least k, and rank-k division is a short-hand for rank-k k-division. Then a matrix class M has bounded
grid rank if there is an integer k such that no matrix of M admits a rank-k division.

Henceforth it will be more convenient to only work with 0, 1-matrices. Lemma 23 allows us to do so.
It directly implies that for every matrix class M over a finite alphabet A, if M unbounded grid rank then
there is some a € A such that the class of 0, l-matrices s,(M) obtained from M by replacing a by 1 and
each other letter by 0, has unbounded grid rank, too.

» Lemma 23. Let A be a finite alphabet, k,d € N and let M be any A-matriz admitting a rank-K
D-division for K = (k—1)!A1=1 +1 and D = bja|(d). Then for some a € A the 0,1-matriz s,(M) admits
a rank-k d-division. In particular, if a class M of A-matrices has unbounded grid rank then there is some
a € A such that s,(M) has unbounded grid rank.

Proof. First note that if an A-matrix /N has at least K distinct rows or columns then there is some a € A
such that s,(N) has at least k distinct rows or columns. Indeed, suppose that s,(N) has at most k — 1
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Figure 9 In black (purple, and yellow), the rich division D. In purple (and yellow), the Marcus-Tardos division
D’ with at least one colored zone of D per cell. In yellow, the rank-k division D”. Each supercell of D" has large
rank, either because it contains a red zone (light red) or because it has a diagonal of cells of D’ with a blue zone
(light blue).

distinct rows, for each a € A. Let ag € A be any letter. Each row v of N (treated as a matrix with one
row) is uniquely determined by the tuple (s54(v))aca\{ao} Of all its a-selections with a#ag. As s.(v) is a
row of s,(IV), there are k — 1 possible values for s,(v), by assumption. Hence, (54(v))acA\{ao} TaNZES
over a set of size at most (k — 1)/4I=1 = K — 1, which yields the conclusion.

We now prove the statement in the lemma. Let D be a rank-K division of M. By definition in every
cell C of D there are (at least) K distinct row or K distinct column vectors. By the above, there is some
a € A such that s,(C) has at least k distinct row or k distinct column vectors. We label C' by a.

There are only |A| possible labels for the cells and D = b 4/(d). Thus by Theorem 16, there is a fixed
letter, say, a € A and a d-division D’ coarsening the D-division D such that each cell of D’ contains a cell
of D labeled by a. By construction, D’ is a rank-k d-division of s,(M). |

Let I be the k x k identity matrix, and 1, O, Ug, and Ly be the k£ x k& 0,1-matrices that are full 1,
full 0, full-1 upper triangular, and full-1 lower triangular, respectively. More precisely, the k x k full-1
upper (resp. lower) triangular matrix is a 0,1-matrix with a 1 at position (4, j) € [k]? if and only if i < j
(resp. i > j). Let AM be the vertical mirror of matrix A, that is, its reflection about a vertical line
separating the matrix in two equal parts.® The following Ramsey-like result states that every 0, 1-matrix
with huge rank (or equivalently a huge number of distinct row or column vectors) admits a regular matrix
with large rank.

5 ie., column [n/2] if the number n of columns is odd, and between columns n/2 and n/2 + 1 if n is even
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» Theorem 24. There is a function T : N* — NT such that for every natural k, every matriz with at
least T'(k) rows or at least T'(k) columns contains as a submatriz one of the following k x k matrices: Iy,
1k - Ik7 Uka Lk; I}<\-/I7 (1k - Ik?)I\/I; Ugla Ll]:-/l

The previous theorem is a folklore result. For instance, it can be readily derived from Gravier et
al. [24] or from [16, Corollary 2.4.] combined with the Erd8s-Szekeres theorem.

Let N}, be the set of the eight matrices of Theorem 24. The first four matrices are called diagonal,
and the last four (those defined by vertical mirror) are called anti-diagonal. By Theorem 24, if a matrix
class M has unbounded grid rank, then one can find in M arbitrarily large divisions with a matrix of N
as submatrix in each zone of the division, for arbitrarily large k. We want to acquire more control on
the horizontal-vertical interactions between these submatrices of AV,. We will prove that in large rank
divisions, one can find so-called rank Latin divisions.

An embedded submatriz M’ of a matrix M is a submatrix of M together with the implicit information
of the position of M’ in M. In particular, we will denote by rows(M"), respectively cols(M’) the rows
of M, respectively columns of M, intersecting precisely at M’. The argument of rows(-) or cols(:) is
implicitly cast in an embedded submatrix of M. In particular, rows(M) simply denotes the set of rows
of M. A contiguous (embedded) submatrix is defined by a zone, that is, a set of consecutive rows and a
set of consecutive columns. The (7, j)-cell of a d-division D, for any i,j € [d], is the zone formed by the
i-th row block and the j-th column block of D. We will often denote that zone by D; ;.

A rank-k Latin d-division of a matrix M is a d-division D of M such that for every 4,j € [d] there is a
contiguous embedded submatrix M; ; € Ny, in the (7, j)-cell of D satisfying:

{rows(M; ;)}:,; partitions rows(M ), and {cols(M; ;)};; partitions cols(M).

rows(M; ;) Ncols(M; /) equals 1y or Ok, whenever (i, §)#(i, j’).

Note that since the submatrices M; ; are supposed contiguous, the partition is necessarily a 0-overlapping
partition, hence a division. A rank-k pre-Latin d-division is the same, except that the second item need
not be satisfied.

Figure 10 A 18 x 18 0, 1-matrix with a rank-2 Latin 3-division (in yellow) where 1 entries are depicted in black,
0 entries, in white, and every M; ; is highlighted in red.

We can now state our technical lemma.

» Lemma 25. For every positive integer k, there is an integer K such that every 0,1-matriz M with a
rank-K division has a submatriz with a rank-k Latin division.

Proof. We start by showing the following claim, a first step in the global cleaning process of Lemma 25.
We recall that T'(+) is the function of Theorem 24.
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> Claim 26. Let M be a 0, I-matrix with a rank-T'(x) d*-division D. There is a kd? x kd? submatrix
M of M with a rank-x pre-Latin d-division; i.e., a d-division D', coarsening D, such that the (i, j)-
cell of D’ contains M; ; € N, as a contiguous submatrix, {rows(M;;)}; jec(q partitions rows(M), and

{cols(M; ;) }i jera), cols(M).

Proof of the claim. Let DF be (Ry,..., Rs2) and, DY be (Cy,...,Cq). Let D’ be the coarsening of D

defined by
D/R = (U Ria U Ria"'? U Rl)’ and
i€ld) i€d+1,2d] i€[(d—1)d+1,d?]
DIC :(U Cj, U Cj,...7 U C])
JE[d] jE[d+1,2d] jE[(d—1)d+1,d?]

By Theorem 24, each cell of D contains a submatrix in A,. Thus there are d? such submatrices in each
cell of D’. For every 4, j € [d], we keep in M the k rows and & columns of a single submatrix of N, in the
(i,7)-cell of D', and more precisely, one M; ; in the (j + (i — 1)d,i + (j — 1)d)-cell of D. In other words,
we keep in the (i, j)-cell of D', a submatrix of N, in the (j,4)-cell of D restricted to D’.% The submatrices
M; j are contiguous in M. The set {rows(M; ;) }i jea) partitions rows(M) since j + (i — 1)d describes [d]?
when i x j describes [d] x [d]. Similarly {cols(M; ;)}i je[a) partitions cols(M). <

We recall that by(k) is the minimum integer b such that every 2-edge coloring of the biclique Kj
contains a monochromatic Ky ;. We set bgl)(k) := by(k), and for every integer s > 2, we denote by
bés)(k:), the minimum integer b such that every 2-edge coloring of K3 contains a monochromatic K, 4
with ¢ = bgs_l)(k). We set k := bék4_k2)(k) and K := max(T(k), k?) = T(k), so that applying Claim 26
on a rank-K division (hence in particular a rank-T'(x) k*-division) gives a rank- pre-Latin k-division,
with the k? submatrices of NV,, denoted by M; ; for i,j € [k].

At this point the zones rows(M; ;) N cols(M; j/), with (4, j)#(i’, j'), are arbitrary. We now gradually
extract a subset of k rows and the k corresponding columns (i.e., the columns crossing at the diagonal
if M; ; is diagonal, or at the anti-diagonal if M; ; is anti-diagonal) within each M, ;, to turn the rank
pre-Latin division into a rank Latin division. To keep our notation simple, we still denote by M, ; the
initial submatrix M; ; after one or several extractions.

For every (ordered) pair (M; j, My ;) with (4, j)#(?, j'), we perform the following extraction (in any
order of these (k;) pairs). Let s be such that all the M, ;’s have size bgs) (k). We find two subsets of
size bés_l)(k), one in rows(M; ;) and one in cols(M;: j/), intersecting at a constant bés_l)(k) X bgs_l)(k)
submatrix. In M; ; we keep only those rows and the corresponding columns, while in M;/ ;» we keep only
those columns and the corresponding rows. In every other M, ;, we keep only the first bésfl) (k) rows and
corresponding columns.

After this extraction performed on the k* — k? zones rows(M; ;) N cols(M; ) (with (i, j)#(i', j')), we
obtain the desired rank-k Latin division (on a submatrix of M). <

A simple consequence of Lemma 25 is that every class M with unbounded grid rank satisfies |[M,,| >
[5]!. Indeed there is a simple injection from n-permutations to 2n x 2n submatrices of any rank-2 Latin
n-division. This is enough to show that classes of unbounded grid rank are not small. We will need some
more work to establish the sharper lower bound of n!.

7 Matrix classes with unbounded grid rank
In this section, we prove our main result concerning matrix classes, Theorem 5. The plan is to refine the

cleaning of rank Latin divisions, and prove the following.

6 Or for readers familiar with the game ultimate tic-tac-toe, at positions of moves forcing the next move in the symmetric
cell about the diagonal.
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» Theorem 27. Let M be a matrixz class over a finite alphabet with unbounded grid rank.
Then some a-selection sq (M) of M includes Fs for some s € {=,#,<gr, 2r,<c, 2C}-

We refer the reader to Section 3.9 for the definition of F5 and a-selections. Theorem 27 will later simplify
our task when we move to the growth of ordered graphs. Moreover, it easily yields Theorem 5, as we will
prove in Theorem 36 that each of the classes F; is independent and intractable. In addition, we show
that the six classes in Theorem 27 constitute a minimal family, in the sense that none of the classes is
contained in another.

7.1 Finding k! distinct £ x & matrices when the grid rank is unbounded

In this section, we prove that matrix classes of unbounded grid rank have at least factorial growth. Apart
from that, we prove the following, weaker variant of Theorem 27.

» Theorem 28. Let M be a 0,1-matriz class with unbounded grid rank. Then there exists n: {—1,1} x
{-1,1} — {0,1} such that F,, C M.

The sixteen classes F,, are defined below, and include the classes F for s € {=,#,<g, 2r,<c,2c}. In
the following section, we will reduce those sixteen classes down to six.

Recall that the order type ot(x,y) of a pair (x,y) of elements in a totally ordered set is equal to —1 if
z>y, 0ifr=y,and 1 if z < y.

» Definition 29. Let k > 1 be an integer and n: {—1,1} x {—1,1} — {0,1}. For every o € &}, we define
the k x k matriz F,(c) = (fi j)i<i,j<k by setting for every i,j € [k],

Iy { n(ot(c="(4),4),0t(j,0(i))) if o(i)#j
b 1—n(1,1) if (i) =

Finally F, is the submatriz closure of {F,(0) | 0 € &,,n > 1}.

These matrices generalize reorderings of matrices in NV}. For example, we find exactly the permutation
matrices (reorderings of Ir) when 7 is constant equal to 0 and their complement when 7 is constant equal
to 1. See Figure 11 for more interesting examples of such matrices.

The six classes Fy's with s € {=,#,<gr, >gr,<c, =c} correspond to six of the sixteen possible
encodings 7. More specifically, F; = F,, where 7 is defined as follows, depending on s:
=) nla,y) = 0 for every (z,y)#(1,1);
£) nl@,y) =1 for every (z,y)(1,1);
<r) n(1,1) =n(-1,1) =1 and n( 1L,-1)=n1,-1)=0
>r) n(1,1) =n(=1,1) =0 and n(-1,-1) = n(1,-1) = 1;
<c) n(=1,-1) =n(=1,1) =1 and n(1,1) =n(1,-1) =0
(2¢) n(=1,-1) =n(=1,1) =0 and n(1,1) = n(1,-1) =
A careful reader might notice that the entries at positions (¢, 0(¢)) differ between the encodings of, say,
F<n and F,, with n(1,1) =n(-1,1) = 1 and n(—1,—1) = n(1,—1) = 0. The latter class could rather be
denoted by F. . As the F’s are closed under taking submatrices, we already observed that F>r = Fsr
holds.

With the next lemma, we get even cleaner universal patterns out of a large rank Latin division. We
use the notation of Lemma 17.

» Lemma 30. Let k > 1 be an integer. Let M be a 0,1-matriz with a rank-k Latin N -division with
N := go(k). Then there exists n : {—1,1} x {—1,1} — {0,1} such that the submatriz closure of M
contains the set {F,(c) | o € &y}.

Proof. Let (R,C) be the rank-k Latin N-division, with R := {Ry,..., Ry} and C := {C1,...,Cn}, so
that every row of R; (resp. column of C;) is smaller than every row of R; (resp. column of C;) whenever
i < j. Let M; ; be the chosen contiguous submatrix of Ny in R; N C; for every i,j € [N]. Recall that,
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Figure 11 Left: 9 x 9 permutation matrix M,. Center: The matrix Fy, (o) with 71(1,1) =0 and 7n:(—1,—-1) =
m(—1,1) = ni(1,—1) = 1. Right: The matrix F;, (o) with n2(1,1) = n2(—1, —1) = L and n2(—1,1) = n2(1, —1) = 0.

by definition of a rank Latin division, {rows(M; ;)}; je(n) partitions rows(M) (resp. {cols(M; ;) }i jen)
partitions cols(M)) into intervals.

Let N := ([N]?, <1, <2), where <; is the lexicographic order on [N]? which first orders according to
the first coordinate and then the second one, while < is the lexicographic order on [N]? which first orders
according to the second coordinate and then the second one.

We now define a coloring ¢ : [N]* — {0,1} as follows: for every (i,§)#(i,5') € [N]?, we let
c((4,7), (@, 4")) € {0,1} be the value of the constant entries in rows(M; ;) N cols(M; ;). We choose
arbitrary colors when (4,7) = (¢/,j’). By Lemma 17, there are two sets R,C € (U]g]) such that for
every 4,4, 7,7 € [R], the value ¢((i,7), (¢/,7")) only depends on ot1((4, j), (', j')) and ot2((4, 5), (¢',5')). In
particular when i#i’ and j#j’, this value only depends on ot(7,¢’) and ot(4, j').

Let n:{-1,1} x {—=1,1} — {0,1} be such that for every i#i’ € [N] and j#j' € [N] we have:

c((i,5), (i',5")) = m(ot(4, 4'), ot (i, "))

In terms of the rank Latin division, this means that for every i < i € R and j < j' € C,

cols(M; ;) Nrows(M; ;) has constant value n(—1, —1),
rows(M; ;) N cols(M; ;) has constant value n(1,1),
cols(M;: ;) Nrows(M; ;) has constant value n(—1,1), and
rows(M; ;) N cols(M; ;) has constant value n(1,—1).

n(=1,-1)| M M o | n(1,-1)

M; n(1,1) n(=1,1) | M,

Figure 12 How zones are determined by 7, ot(i,4’), and ot(j, ).

In other words, rows(M; j)Ncols(M; ;) is entirely determined by 7, ot(z,¢’), and ot(j, j') (see Figure 12).

Let 0 € &). We now show how to find F, (o) = (fi,j)1<i,j<k as a submatrix of M. For every i € [k],
we choose a row r; € rows(M; ,(;)) and a column c,(;) € cols(M; ,(;)) such that the entry of M at the
intersection of r; and c,(;) has value f; ,¢;y. This is possible since the submatrices M; ; are in NV, and have
disjoint row and column supports. We consider the k x k submatrix M’ of M with rows {r; | ¢ € [k]} and
columns {¢; | i € [k]}.

By design M’ = F,(o) holds. Let us write M’ := (m;;)i<i,j<r and show for example that if
ot(c71(j),i) = —1 and ot(j,0(i)) = 1 for some 4,j € [k], then we have m; ; = n(—1,1) = fi ;. The other
cases are obtained in a similar way. Let i’ := o~1(j) > i and j' := o(i) > j. In M’, m; ; is obtained
by taking the entry of M associated to the row r; of the matrix M; ,;y = M; j and the column c; of
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My-1(;),; = My j. The entry m; ; lied in M in the zone rows(M; j/) N cols(M;: ;) with constant value
n(—1,1). <

We now check that o € & — F, (o) is indeed injective.
» Lemma 31. For every k > 1 and n:{-1,1} x {-1,1} — {0,1}:
{Fy(0) | 0 € G} = k!

Proof. Welet k > 1 and n: {—1,1} x {—1,1} — {0,1}. The inequality |{F,(c) | o € Gx}| < k! simply
holds. We thus focus on the converse inequality.

When we read out the first row (bottom one) of F, (o) = (fi j)1<i,j<k by increasing column indices
(left to right), we get a possibly empty list of values n(—1, 1), one occurrence of 1 — 7(1,1) at position
(1,0(1)), and a possibly empty list of values n(1,1). The last index j such that fi ;%fi j41, or j =k if no
such index exists, thus corresponds to o(1). We remove the first row and the j-th column and iterate the
process on the rest of the matrix. <

By piecing Lemmas 25, 30, and 31 together, we get:

» Theorem 32. Every 0, 1-matriz class M with unbounded grid rank satisfies |My| = k!, for every
integer k.

Proof. We fix .

k=1, ni=Rug(k), N =RV,
Now we let K := K(N) be the integer of Lemma 25 sufficient to get a rank-N Latin division. As M has
unbounded grid rank, it contains a matrix M with grid rank at least K. By Lemma 25, a submatrix
M € M of M admits a rank-N Latin division, from which we can extract a rank-k Latin N-division (since
k < N). By Lemma 30 applied to M, there exists 7 such that {F,(c) | o € &} € Mj. By Lemma 31,
this implies that |[My| > kL <

Proof of Theorem 28. We just showed that for every matrix class M of unbounded grid rank, for every
integer k, there is an n(k) : {—1,1} x {—=1,1} — {0,1} such that {F, (o) | o € &} € My € M.

As there are only 16 possible functions 7, the sequence 1n(1),7(2),... contains at least one function 7
infinitely often. Besides for every k' < k, {F,(¢) | 0 € &} is included in the submatrix closure of
{F,(0) | 0 € &}. This proves M D F,. <

7.2 Minimal family of six unavoidable classes

Theorem 28 shows that each matrix class with unbounded twin-width contains one of the sixteen
classes F,. We will now see that some of these classes are contained in some others. We say that a
mapping n: {—1,1} x {—1,1} — {0,1} depends only on one coordinate if either n(z,y) = n(z’',y) for
all z,2’,y € {—1,1}, or n(z,y) = n(z,y’) for all z,y,y’ € {—1,1}. Note that there are only six such
functions 7. Indeed, once we fix the coordinate (first or second) 1 depends on, there are four mappings
from {—1,1} to {0,1}. This adds up to eight mappings but the constant-0 and constant-1 mappings are
each counted twice, hence a total of six functions.

These six mappings 7 correspond to the six classes F—, Fx, F<r, F>Rr, F<c, and Fxc defined
in Section 3.9, where we recall that the matrix encoding a given permutation o respectively follows the
Iverson brackets

(@) =j, o], <o), iz (), <o), and [j>o(i)]

for its entry at position (i, 7). Thus to establish the refined milestone of the section, Theorem 27, we shall
prove the following.

» Lemma 33. Letn: {—1,1} x{—1,1} — {0,1}. Then thereisay: {—1,1} x{—1,1} — {0,1} depending
only on one coordinate, such that Fp O F,.
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Proof. If 7 depends only on one coordinate, we are done. In particular, we can suppose that 1 is not
constant. Then there are x,y,2’,y" € {—1,1} with x = 2’ or y = ¢/ such that n(x, y)#n(z’, y).

We will assume that n(1,1)#n(—1,1). The three other cases (n(1,1)#n(1,—1), n(—1,—=1)##n(1, -1),
and n(—1,—1)#n(—1,1)) are similar and correspond to rotating Figure 13 by a 90, 180, 270-degree angle,
respectively. We choose v: {—1,1} x {—1,1} — {0,1} by setting vy(z,y) = n(z, 1) for z,y € {-1,1}. By
construction vy depends only on the first coordinate. We are left with proving that 7, O F,.

Let o be any k-permutation. We build a 2k-permutation 7 as a perfect shuffle of o and the identity

k-permutation. More precisely, 7 has its 1 entries at positions (4,20 (7) — 1) and (k +1, 2¢), for every i € [k].

See Figure 13 for an illustration on a particular 5-permutation.

I
o H

m "

Figure 13 Left: An example of a k-permutation o with k¥ = 5. Center: The matrix of the corresponding
2k-permutation 7, where the “initial” 1 entries are still in black, and those coming from the identity are in blue.
Right: The submatrix where F,(7) is only populated by the (distinct) values n(1,1) and n(—1,1).

We claim that F, (o) appears as the submatrix N of F),(7) obtained by keeping the even-indexed
columns and the first k rows (see shaded blue area in the right matrix of Figure 13). Indeed as the 1 entry

of 7 in each kept column is above the kept rows, N depends only on n(1,1) and n(—1,1) (recall Figure 12).

Specifically N; ; =n(1,1) if j < o(¢) and N; ; = n(—1,1) otherwise. As vy(z,y) = n(z, 1), the encoding v
follows Figure 12 where (1, —1) is replaced by 7(1,1), and n(—1, —1) is replaced by n(—1,1). Thus it
also holds that F,(o); ; =n(1,1) if j < o(¢) and n(—1,1) otherwise. Hence N = F, (o). This proves that
F,(0) € F, since F,, is closed under submatrices. And we conclude that F, C F,,. <

This proves Theorem 27.
Proof of Theorem 27. Follows from Lemmas 23 and 33 and Theorem 28. <

We end this section showing that the set of six encoding functions ’s depending only on one coordinate
is minimal, in the sense of the following lemma.

» Lemma 34. Let v,+' : {—1,1} x {—1,1} — {0,1} be two distinct functions depending only on one
coordinate. Then F. and F. are incomparable for C, i.e., neither 7, C F, nor F,» C F, hold.

Proof. We consider the permutation product of two transpositions 7 := (135)(24) over [5]. Let ~ :

{—1,1} x {=1,1} — {0,1} be an encoding function that only depends on one coordinate and N := F, (7).

Up to a symmetric argument, we assume that vy(z,y) = v(z,y’) for every z,y,y" € {0,1}, that is,
~ depends on the first coordinate. Let n: {—1,1} x {—1,1} — {0, 1} only depending on one coordinate
be such that N € F;. We will show that v =, which implies the desired result.

As N € F,, there exists some permutation ¢ such that M := F, (o) contains N as a submatrix.

Case 1. 1) depends only on the first coordinate, i.e., n(z,y) = n(x,y’) for every z,y,y" € {0,1}.

In this case, observe that every row of M consists of a sequence of consecutive entries with value
n(—1,—1) = n(—1,1), then an entry with value 1 — n(1,1), and then a sequence of consecutive entries
with value n(1,1) = n(1,—1). Moreover the first row (the bottommost in Figure 14) of N has exactly the
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values y(—1,-1),vy(-1,-1),1 — v(1,1),~(1,1),v(1,1), thus we must have n(—1,—1) = v(—1,—1) and
n(1,1) = v(1,1). Thus we conclude that n = ~.

"

Figure 14 The matrix N in the proof of Lemma 34. The entries with value n(1,1),n(—1,—-1),7n(1, —1),
n(—1,1),1 —n(1,1) are respectively associated to the colors blue, yellow, pink, orange, and black.

Case 2. 1) depends only on the second coordinate, i.e., n(z,y) = n(a’,y) for every z,2’,y € {0,1}.

In that case, observe that every column of M consists of a sequence of consecutive entries with value
n(1,1) = n(—=1,1), then an entry with value 1 —7(1,1), and then a sequence of consecutive entries with
value n(—1,—1) = n(1,—1). Moreover the last column of N has exactly the values v(1,1),~(1,1),1 —
v(1,1),y(=1,—-1),v(-1,—1), thus we must have n(—1,—-1) = y(-1,-1) and n(1,1) = v(1,1). Now
observe that the fourth column of N has exactly the values (1,1),1—~(1,1),v(—1,=1),v(1, —1),~(1, —1).
As y(1,1) = n(1,1), we must have vy(1,—1) = v(—1, —1). Thus + is constant, and so is 7. In particular we
have v = 1 and we are done. <

» Corollary 35. The classes Fy fors € {=,#,<gr, 2r,<c,=c} are precisely all the matriz classes M
with growth 2 such that every proper subclass of M has growth 200",

Proof. Each of the classes F, has growth n! = 2¢(")_ Suppose M is a proper subclass of Fs with
growth 2¢(") Then M has unbounded twin-width, and hence contains one of the classes Fy for some
s' € {=,#,<Rr, 2Rr,<c, >c}. But then Fy is a proper subclass of F, contradicting Lemma 34.

On the other hand, if M is some class with growth 2¢(")| then M contains some class Fy, which also
has growth 2¢(™). <

7.3 Matrix classes of unbounded twin-width are independent

The goal of this section is to prove the following.

» Theorem 36. Let M be a (hereditary) class of matrices over a finite alphabet. If M has unbounded
twin-width then M efficiently interprets the class of all graphs. In particular, M is independent and
FO model checking is AW[x]-hard on M.

Recall (see Lemma 10) that the class # of all ordered matchings efficiently interprets the class of all
graphs. To prove Theorem 36 it remains to show that each of the classes F; efficiently interprets .

» Lemma 37. For each s € {=,#,<gr,>2r,<c,=c}, the class Fs efficiently interprets the class M of all
ordered matchings.

Proof. Fix s € {=,#, <R, 2r,<c, 2c}. We construct an interpretation | such that I(F;) contains all the
ordered matchings of .. Given an ordered matching H with vertices u; < ... < u, <wvi < ... < vy, let
o € &, be the permutation such that u; is adjacent to v,(;, for 1 <i < n. Let M be the 0, I-matrix
Fy(o0). Clearly, M can be constructed from H in polynomial time. We now describe an interpretation |
such that (M) is isomorphic to H. The interpretation | will not depend on H, but only on s.

Recall that the matrix M is viewed as a structure with two unary predicates R,C indicating the
rows and columns, respectively, a total order < on R U C', and a binary relation £ C R x C' defining the
non-zero entries in M.

If s is ‘=" then the interpretation | simply forgets the unary predicates R and C. If s is ‘#’ then the
interpretation | replaces edges with non-edges. In either case, (M) is isomorphic to H.
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Suppose s is ‘<¢’, the other cases being symmetric. Recall that in the matrix M = F;(o) the entries
of M are defined by the Iverson bracket [j < o(4)]. Hence, given 4, (i) is the largest value j such that M
has entry 1 at position (i, ). This can be defined by a first-order formula:

o(z,y) = R(x) ANC(y) N E(x,y) AV2.(C(2) Ny < z) = —E(x, 2).

The interpretation |, given M = Fy(o) with relations R,C, <, and E, outputs the matching with the
same domain R U C, order <, and edge relation defined by the formula ¢(z,y) V ¢(y,x). Then I(M) is
isomorphic to the ordered matching H. <

Theorem 36 now follows:

Proof of Theorem 36. By Lemmas 10 and 37 and transitivity, each of the classes F efficiently interprets
the class of all graphs. By Theorem 27, every matrix class M with unbounded twin-width contains one of
the classes F5. Hence M efficiently interprets the class of all graphs. It follows that M is independent
and FO model checking is AW[x]-hard on M (see Corollary 9). <

7.4 Proof of Theorem 5

We can now conclude with the proof of Theorem 5, which we restate below for arbitrary finite alphabets,
with all the conditions negated to ease the reasoning.

» Theorem 5. Given a class M of matrices over a finite alphabet A, the following are equivalent.

(—i) M has unbounded twin-width.
(—ii) M has unbounded grid rank.
(—iii) M is not pattern-avoiding.
(—iv) M interprets the class of all graphs.
(—v) M transduces the class of all graphs.
(~vi) M has growth at least n!.
(—vii) M has growth at least 2.
(—wviii) FO model checking is not FPT on M. (The implication to (—wviii) holds if FPT#AAW[x].)
(—ix) For all v € N there is a matriz M € M which admits an r-rich division.

Proof. The implication (—%)—(—iz) is by Theorem 21, and (—iz)—(—ii) is by Theorem 22. By Lemma 23
if M has unbounded grid rank then some a-selection s, (M) has unbounded grid rank. Then (—%)— (—%)
follows from Theorem 27 applied to s,(M). The implication (—iii)—(—wv7) is clear, as each of the classes Fs
has factorial growth. The implications (—4ii)—(—iv), and (—iii)—(—wviii) (assuming FPT#AW[x]) are by
Lemma 37. The implications (—iv)—(—v) and (—vi)—(—wii) are immediate. The implication (—v)—(—7)
is by [8] (—wvii)— (i) is by [7], whereas (—wiii)—(—7) follows from [8] and Theorem 2. <

8 Classes of ordered graphs with unbounded twin-width

We now move to the world of hereditary classes of ordered graphs. In this language, we will refine the
lower bound on the growth of classes of ordered graphs, in order to match the conjecture of Balogh,
Bollobés, and Morris [4]. We will also establish that bounded twin-width, NIP, monadically NIP, and
tractable (provided that FPT#AW][x]) are all equivalent. This will prove our main result, Theorem 1.

8.1 Twenty-five unavoidable classes of ordered graphs

In the context of graph classes, we rename the parameters {=, #, <gr, 2r,<c, 2c} to {=,#, <, 20,<, 20 1
since we interpret the rows/columns as left /right vertices, respectively.
In this section we prove the following two theorems.

» Theorem 38. There exist 25 classes of ordered graphs with unbounded twin-width, namely the classes
P and My, fors € {=,#,<i, 21,<r, 27} and A, p € {0,1}, such that every hereditary class of ordered
graphs with unbounded twin-width includes at least one of these classes.



32

Twin-width IV: ordered graphs and matrices

» Theorem 39. Let € be a class of ordered graphs with unbounded twin-width. Then € efficiently
interprets the class of all graphs. In particular, FO model checking is AW[*]-hard and € is independent.

Let 0 € G,, be a permutation. For a parameter s € {=,#,<;, >1,<,, 2}, an (s, 0)-matching is an
ordered graph G with vertices a1 < ... < a, < by < ... < b, such that a; and b; are adjacent in G
if and only if there is a 1 on position (7, 7) in the matrix Fs(o), where now s is treated as an element
of {=,#,<r,>r,<c,>c}. In other words, the adjacency between a; and b; is defined by the Iverson
bracket

(i) =jl, o], <o ()] lizo (), <a@] or [j>0(i)

depending on the parameter s € {=, #, <, >;,<,, =, . The vertices ay,...,a, are called the left vertices,
while the vertices by, ..., b, are the right vertices in the (s, o)-matching G.

As a first step, we use Theorem 27 to find arbitrary (s, o)-matchings in graph classes of unbounded
twin-width.

» Lemma 40. Let € be a hereditary class of ordered graphs with unbounded twin-width. Then there exists
s € {=,#, <, 21,<s, 2} such that for every n > 1 and permutation o € &,,, the class € contains an
(s, 0)-matching.

Proof. Let M be the submatrix closure of the set of adjacency matrices of graphs in €, along their
respective orders. M has unbounded twin-width (see last paragraph of Section 3.3), and hence unbounded
grid rank. By Theorem 27, there exists some s € {=,#, <g, >r,<c, =2c} such that F; C M.

Let 0 € &,, be a permutation. We construct a (s, o)-matching G € €. Consider its associated matching
permutation o € Say, defined by

o(1) :=

o(t)+n ifi<n
o7 li—n) ifn+1<i<2n.

In other words M;; consists of the two blocks M, and M -1 on its anti-diagonal. We have Fy(d) € M,
so there exists a graph H € C such that Fy(d) is a submatrix of its adjacency matrix. Denote by Uy, Us
the (disjoint) ordered sets of vertices corresponding to the rows indexed respectively by {1,...,n} and
{n+1,...,2n}, such that max(U;) < min(Uz). Take similarly V1, V5 associated to the column indices.
If max(U;) < min(Va) we let A = Uy and B = Va; otherwise, min(Us) > max(U;) > min(Vz) > max (V)
and we let A =V; and B = Us. Then, if a1 < --- < a, are the elements of A and b; < --- < b,, are the
elements of B, we have a,, < b; and a;b; € E(H) if and only if Fi(o) has a 1 on position (4, j). Hence
G = H[AU B] is an (s, 0)-matching in 4. <

As a second step, we make the (s, 0)-matchings more organized, by controlling the edges among the
left and right parts. Let f,g: {—1,1} — {0,1} be two functions. An (s,o)-matching G with vertices
ay < ...<ap <by <...<by,is (f,g)-regular if the following hold for 1 <i < j < n:

[E(ai, a;)] = f(ot(o(i),(4))) and [B(bi,b;)] = g(ot(o™" (i), 07" ().

Let R 7,4 denote the hereditary closure of the class of all (f, g)-regular (s, o)-matchings, for all permuta-
tions o.

We now further improve the statement of Lemma 40 to obtain one of the 96 classes K ¢ . To this
end, from a huge (s, 7)-matching we will extract a large (f, g)-regular (s, o)-matching, for some f and g.

» Lemma 41. Let € be a hereditary class of ordered graphs with unbounded twin-width. Then there exist
se{=#<,21,<, 20} and f,g: {—1,1} = {0,1} such that € O Ry 5,4.

Proof. Let s € {=,#,<;,>,<., >} be given by Lemma 40. We first show that for every k and
permutation o € &y, there is some regular (s, o)-matching H € €. Fix a permutation o € &. Let N and
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m € Gy be given by Lemma 18. By Lemma 40 some (s, 7)-matching G belongs to €. Denote its vertices
a < ...<any<by<...<by.
Let c: [N]?> — {0,1}? be such that

c(i, j) = ([Blai, )], [B(bx(), br(p]) - for i, j & [N],

where [E(u,v)] = 1 if the vertices u, v are adjacent in G and 0 otherwise.

Apply Lemma 18 to ¢. There is a subset U C [N] such that the subpermutation of 7 induced by
U is isomorphic to o and such that ¢(7, j) depends only on ot(i, j) = ot(a;, a;) and on ot(w (i), 7(j)) =
ot(br(i), bx(jy) for u,v € U. Hence, the subgraph H of G induced by {a; [ i € U} U {br |i € U} is an
(f, g)-regular (s,o)-matching in €, for some f,g: {—1,1} — {0,1}.

Let 01,09, 03, ... be a sequence of permutations such that o, is a subpermutation of o,,41, for alln > 1,
and such that for every k and permutation o € G, there is some n such that ¢ is a subpermutation of
on. Foreach n > 1let f,,g9,: {—1,1} — {0,1} be such that there is an (f,, g, )-regular (s, o, )-matching
in €. Since there are finitely many possible pairs (f,, g»), by taking a subsequence we may assume that
fn = f and g, = g for some fixed f,g: {—1,1} — {0,1}. Note that if o is a subpermutation of ¢’ then
the (f, g)-regular (s, o)-matching is an induced subgraph of the (f, g)-regular (s, o’)-matching. It follows
that € contains all (f, g)-regular (s, o)-matchings. <

» Lemma 42. If one of the functions f,g: {—1,1} — {0,1} is non-constant then Rs ¢4 2 P. Otherwise,
R, .9 = Msx,p, where X, p € {0,1} are such that A = f(—1) = f(1) and p = g(—1) = g(1).

Proof. Consider an (f, g)-regular (s,o)-matching G and let G[L] and G[R] be its ordered subgraphs
induced by the left and right vertices, respectively.

If f(1) =0 and f(—1) = 1 then by definition, G[L] is isomorphic to G,. Similarly, if g(1) = 0 and
g(—1) =1 then G[R] is isomorphic to G,-1. It follows that if f(1) < f(—1) or g(1) < g(—1) then R 1,4
contains .

On the other hand, if f(1) > f(—1) then G[L] is isomorphic to the edge complement of G, and if
g(1) > g(—1) then G[R] is isomorphic to the edge complement of G,-1. Therefore, if f(1) > f(—1) or
g(1) > g(—1) then Ky f 4 contains the class of edge complements of ordered graphs in &, but this class is
again & (see Lemma 14).

If f and g are constantly equal to A and p, respectively, then RKs ¢ o = Ms x,, by definition. <

To prove Theorem 39, it suffices to show that each of the classes %s » , efficiently interprets the class
of all graphs.

» Lemma 43. For everys € {=,#,<;,2,<p, 2} and f,g: {—1,1} — {0,1}, the class Ks s 4 efficiently
interprets the class M of all ordered matchings, via an interpretation | which maps n-element structures
to n-element structures. In particular, R s 4 has growth at least | 5]!.

Proof. Suppose s is ‘<,.’, the other cases being similar. Let H be an ordered matching with left vertices
L and right vertices R, and let o: L — R be the bijection mapping each v € L to its neighbor in R.

Let G be the (f, g)-regular (s, o)-matching, with vertices L and R. As G is regular, it is fully determined
by H, s, A, p, and can be constructed from H in polynomial time.

We now show how to define the edges of H from G, using an FO formula not depending on H.
The following formula with parameter z and two variables x, y expresses that < z and y is the least
neighbor of E larger than z:

wz,y;z) = (@ <2) Ay > 2) NE(z,y) AVY (2 <y <y) = —E(z,y').

Let p(z) be the formula expressing that the set of pairs x,y satisfying u(x,y; z) defines the graph of a
bijection between {z | z < z} and {z | > z}. There is a unique vertex in G satisfying p(z), namely the
largest element of L, since |L| = |R|. Consider the formula

e(@,y) = 3z.p(2) A (W@, y;2) V 1y, 3 2)).

33



34

Twin-width IV: ordered graphs and matrices

Then ¢(z,y) defines in G the matching H, directed from L to R. Hence, ¢(x,y) V ¢(y,x) defines the
edges of the matching H in G, whereas x < y defines the order of H. Together those formulas form an
interpretation | such that I(G) = H.

As the interpretation | from Lemma 10 preserves the domains of the structures, and there are | % ]!
ordered matchings with n elements, it follows that the class s x , has growth at least [ |!. <

Theorems 38 and 39 now follow.

Proof of Theorem 38. By Lemmas 41-43, every class with unbounded twin-width contains one of the
classes M, , or P. The former have growth at least |3 |! by Lemma 43, while the latter has growth n!
by Lemma 14. In particular, they have unbounded twin-width by Theorem 7. <

Proof of Theorem 39. Follows by Lemmas 10, 41, and 43. <

In the next section, we improve the lower bound on the growth of the classes /; x , further, to match
the growth of the hereditary closure of the class of matchings.

8.2 Lowerbounding the growth of /) ,

There is still a bit of work to get the exact value of ) ,LCT;/ON (5,) k! conjectured in [4] as a lower bound of
the growth of hereditary classes of ordered graphs with superexponential growth. We show how to derive
this bound for ./, in each case of s, A, p.

» Lemma 44. For everys € {=,#,<;, 21,<s, 2} and A\, p € {0,1} and every positive integer n we have

2,
(Mo p)nl > D (%) K, (1)

k=0
with equality in the case when s is =" and A = p = 0.
Proof. We first observe that symmetries allow to reduce the number of classes to consider.

> Claim 45. It is sufficient to consider the following 7 classes: s, , with s € {=, <;, >,} and p € {0, 1},
and %:’1’1.

Proof. Considering the complements of the graph and/or a reverse linear order we can first restrict our
study to the case where s € {=, <, }. If A = 0 these classes are in the claimed list, so assume A = 1. If s is
‘="we consider the class with reversed linear order, which has type #— » 1 for some X € {0,1}, and is
therefore in the claimed list. Finally, if the class is #«, 1,, we consider the class of its edge complements,
which is equal” to >, o, where p' =1 — p. <

Let M ), be one of the 7 classes above. We now prove that (1) holds for any given n > 1. In the case
of M— 1,1 we assume n > 3 and verify the claim for the values n = 1,2,3 by separately. Indeed, the first 3
values of the growth function are 1,2, and 6, so (1) holds.

In the general case, we obtain the claimed number of distinct n-element ordered graphs G in /; » ,
by the following process.

Pick a number k with 0 < 2k < n and 2k elements a1 < ... < ax < by < ... < by in [n]. Pick a
matching E between the a;’s and b;’s in one of k! possible ways. If £ = 0 let m = n, otherwise, let
m = b; — 1. Denote L = [1,m] and R = [m + 1,n]. Then E is an ‘ordered partial matching’ with vertices
L U R (see Figure 15). Construct the ordered graph G with vertices [n] = L U R and edges:

Eifsis ‘=’
7 To be more explicit, the class of edge complements of graphs in Mg, 1,, directly corresponds to a class which could

be denoted -, o,,, which is however equal to #x, o, as the classes are hereditary; see analogous discussion
following Definition 29.
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a as m b, b,
L L R R’

Figure 15 The construction from Lemma 44. The process described in the proof starts with an ordered partial
matching, marked with black vertices and edges above. This is then completed to an ordered matching, by
matching the isolated vertices with newly added vertices. The vertices R’ are inserted after max R if s is ‘=" or
‘>,’, and between max L and min R if s is ‘<,

{w' Jww € E,u <v < v, v € R} ifsis ‘>,
{wv' |ww € E,u <v' <wv,v' € R} if sis ‘<,,

and additionally form in G a clique on L if A =1 and a clique on R if p = 1.
Clearly, the number of possible outcomes of the above process is at most Z,L!;/OQJ (272) k!. Observe
that every ordered graph G € #— o can be obtained as a result of the above process, so |(M=0,0)n| <
[n/2] (n) Kl
k=0 \2r) "
We now argue that different choices made above lead to non-isomorphic outcomes G. Hence, the
number of possible outcomes is exactly Z,E';/O% (272) k!. To this end, we show how to recover E from G.

Suppose first that A = 0. Then m is the largest vertex in [n] such that [1,m] forms an independent

set, since m + 1 = by is adjacent to a,-1(1) < by (unless k = 0, but then [1,7] is still an independent set).

Also, for 1 < i < k, the vertex b, ;) is the unique, resp. smallest, resp. largest, neighbor of a; which is

larger than m, depending on s € {=, >,, <, }. Moreover, all remaining vertices u € L\ {a1,...,ax} are
isolated in G. This allows us to recover aq,...,ak,b1,...,b; as well as the matching F.
Suppose now that A,p =1 and s is ‘=" Then m is the largest vertex v such that [1,v] forms a clique

in G, unless m =1,k =1,a; = 1,b; = 2, so that G is the ordered graph G,, obtained from the clique on
[2,n] by adding the edge joining 1 with 2. So unless G = G,,, we can recover m as described above. If
G = G,,, then m can be still determined, since m + 1 is the smallest vertex v’ such that [v/,n] forms a
clique, unless m =n — 1,k = 2,a; = n — 1,b; = n so that G is the ordered graph G obtained from the
clique on [1,n — 1] by adding the edge joining (n — 1) with n. However, if G = G,, = G, implies n = 3,
but we have assumed that n > 3. Hence, we can determine m, given GG. Then FE is recovered from G by
removing all the edges uv with u <v < morm <wu <wv.

It remains to verify that G € M ,. Let A’ = L\ {a1,...,ax} and B' = R\ {b1,...,bs}. Extend
the ordered partial matching F to an ordered matching H (see Figure 15) as follows. Create a set L'
of |B’| new vertices matched with B’ arbitrarily, such that max L’ < min L = 1. Also, create a set R’
of |A’| new vertices matched with A’ arbitrarily, such that min R’ > max R = n if s is ‘=" or ‘>,’, and
m=max L < min ' < max R’ <min R =m+1ifsis ‘<, Then H is an ordered matching with vertices
(LUL)U(RUR). Construct the ordered graph G’ with the same vertices and order, and with edges:

E(H)ifsis ‘=’
{w' |ww € E(H),v <v',v" € RUR'}if s is ‘>,,
{wv' |uv € E(H),v" <v,v' € RUR'} if s is ‘<,

and additionally form in G’ a clique on LUL’ if A = 1 and a clique on RUR' if p = 1. Then G’ = H[s, \, p]
in the terminology of Section 3.9, so G’ € Ms,. As G is an induced subgraph of G’, this shows
G € Ms )y, p. Altogether, this proves (1). |

8.3 Proof of Theorem 1

Finally, we can piece together the proof of our main result, Theorem 1, which we restate below in full
generality for arbitrary classes of ordered, binary structures (see Section 3.7 for the definition of an atomic
type 7 and the interpretation I).
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» Theorem 1. Let € be a hereditary class of finite ordered binary structures. Then either € satisfies
conditions (i)-(v), or € satisfies conditions (i’)-(v’) below:

(i) € has bounded twin-width (i’) € has unbounded twin-width

(i) € has bounded grid rank (ii’) there is some atomic type T(x,y) such that 1. ()
(iii) € has growth 20 contains P or one of the 24 classes M.,

(iv) € does not transduce the class of all graphs  (iii’) € has growth at least Z,EZ/OQJ (;k)k' > [5]!

(v) FO model checking is FPT on € (iv’) € interprets the class of all graphs

(v’) FO model checking is AW[x]-hard on 6.

Proof. If € has bounded twin-width then (#4) holds by [7], (iv) holds by [8], and (v) holds by [§]
and Theorem 2, and finally, (¢7) holds by Theorem 5 (%),(¢).

Conversely, if € has unbounded twin-width then the class M = {M(A) | A € €} of adjacency
matrices of € has unbounded twin-width. Recall that M (A) is the adjacency matrix of A over the
alphabet Ay consisting of atomic types of pairs of elements (see definition preceding Lemma 12). By
Theorem 5 (%) (wviii), model checking is AW[]-hard on M. By Lemma 12, this yields AW[*]-hardness for
€, proving (v’). By Theorem 5 (4i),(¢) there is some letter (atomic type) 7 € Ay such that the selection
s+(M) contains one of the classes Fg, so in particular, s,(M) has unbounded twin-width.

>> Claim 46. The class |(€) has unbounded twin-width.

Proof. Let I/ be the interpretation which, given A € €, produces the ordered directed graph with the
same domain and order as A, such that there is an edge from u to v (possibly u = v) if and only if 7(u,v)
holds in A. Note that for A € &, the matrices s.(M(A)) and M(I/.(A)) are equal, as both matrices have
entry equal to 1 if 7(a,b) holds in A and 0 otherwise. Hence, s,(M) is equal to the class of adjacency
matrices of the ordered graphs in I/ (€). As M has unbounded twin-width, also I (¥) has unbounded
twin-width. As the class |.(€) interprets the class I (€), it follows that |-(%) has unbounded twin-width,
too. <

Since 1. (%) is a class of ordered graphs, we may apply the results of the preceding sections. In
particular, |, (€) contains one of the 25 classes P and M » , by Theorem 38, proving (i¢”). By Lemma 44,
I.(€), and so also €, has growth at least 31"/ (5%) k!, proving (iii’). By Theorem 39, 1.(%), and so
also €, interprets the class of all graphs. This proves (#v’), and concludes the theorem. <

8.4 Minimality

» Lemma 47. None of the classes P and Ms >y, is included in another.

Proof. We first prove that the class & is incomparable with the classes #; » ,: The class & contains
the ordered graph o~ «> o~ (as witnessed by the permutation (214365)) but none of the classes /s x ,
does (as all the ordered graphs in these classes admits a vertex partition into two intervals L and R with
max L < min R, each inducing a complete or an edgeless graph). On the other hand, none of «"=™» and
> are ordered permutation graphs, but each class /s » , contains one of these. Indeed, as this set
of two ordered graphs is closed by complement and order reversal it is sufficient to consider the next 6
classes: M, , with s € {=,<;, >, } and M— 11 (see Claim 45). For 4 _ ;; we immediately check that
o € M—,1. 1t is easily checked that « o™ € M for s € {=,<,,>,} and that e~ € A,y , for
se{=,<,, >} and (A, p)#(0,0). Hence & is incomparable with classes s p.

Thus we can restrict our attention to the comparison of classes M x , and Mg x . We consider the
ordered matching M = v e v and let G = MTs, A, p] be the graph in A; » , originating from M.
Assume G is an induced subgraph of a graph G’ € /l;,’ x,p» Originating from an ordered matching M ' so0
that G' = M'[¢', X, p'], and that M’ has a minimal number of vertices. Note that there is exactly one
vertex-partition of G’ into intervals L, R with max L < min R such that both L and R are either cliques
or independent sets. This readily implies \' = X and p’ = p. By deleting the internal edges of the parts L
and R we reduce to the case where A = p = 0. Every ordered graph in /gy o with parts L and R with
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|L| = |R| = 4 has the following properties: if s’ is ‘=’ then the maximum degree is at most 1, if s is ‘=’
then the minimum degree is at least 3, if s’ is ‘>, then the last vertex has maximum degree in R, if s’ is
‘<, then min R has maximum degree in R, if s’ is ‘<;’ then the first vertex has maximum degree in L, and
if s’ is ‘<, then min L has maximum degree in L. When s is =, #, <,., >,., <;, >; the degrees of the vertices
of Gare (1,1,1,1,1,1,1,1), (3,3,3,3,3,3,3,3), (3,4,1,2,4,3,2,1), (2,1,4,3,1,2,3,4), (4,3,2,1,3,4,1,2),

and (1,2,3,4,2,1,4,3). Thus it is easily checked that the only possible choice is s’ = s. <

By the same argument as in Corollary 35, we get:

» Corollary 48. The 25 classes P and My, fors € {=,#,<i,21,<p, 27} and A, p € {0,1} are precisely
all the hereditary classes of ordered graphs € with growth 2™ such that every proper subclass of € has
growth 200

9 Model-theoretic characterizations

In this section, we present further model-theoretic characterizations of classes of bounded twin-width, as
well as prove more general results concerning arbitrary classes of structures, over an arbitrary signature.
In particular, we generalize the implications (4)— (%¢)— (v) from Theorem 5 to arbitrary classes of
structures, by proving Theorem 3. Namely, we show that every monadically dependent class of structures
excludes certain grid-like patterns, and every class of structures which excludes such grid-like patterns
satisfies a property generalizing bounded grid rank.

We start with defining the notion of a restrained class, generalizing the notion of bounded grid rank
for matrices. First, we introduce a notion generalizing the concept of the number of distinct rows in a
zone of a matrix, in arbitrary structures.

In this section, whenever S is a structure then we identify S with its domain, when writing e.g. a € S
or A CS. We also write S? for the set of all valuations @ of a set of variables & in S, where a valuation is
a function a: x — S.

Let A(u;v) be a finite set of formulas 6(u; v) with free variables contained in @ and v. For a structure
S, tuple @ € S™ and a set B C S define the A-type of a over B as:

tp2(a/B) = {(0,b) € Ax B” | S |=6(a;b)}.
For a set A C S, denote
Types?(A/B) := {tp?(a/B) | a € A"}.

» Example 49. Let M be a 0-1 matrix, viewed as an (ordered) binary structure with the unary predicate
R C M indicating the rows and the binary relation F defining the entries of the matrix. Let A(u,v) =
{E(u,v)}. Let B C M\ R be a set of columns of M. Then, for a row a € R, the set tp(a/B) corresponds
to the set of those columns b € B with a non-zero entry in row a. For a set of rows A C R, |Types(A/B)|
is the number of distinct rows in the submatrix of M with rows A and columns B.

Let ¢(z;y) be a formula and S a structure. A ¢-definable disjoint family is a family R of pairwise
disjoint of subsets of S, where for each R € R there is b € S¥ with R = {a € S | S |= ¢(a;b)}. For example,
if S is a finite ordered structure and R is a partition of S into convex sets, then R is a p-definable family
of pairwise disjoint sets, for ¢(z;y1,92) = y1 < z < Y2.

» Definition 50 (Restrained class). A class € of structures is restrained if the following condition holds.
Let o(x;y), ¥(x; 2) and be formulas over the signature of €, and let A(u;v) be a finite set of formulas.
Then there are natural numbers t and k such that for any S € € and any p-definable disjoint family R
and -definable disjoint family £ with |R| = |L£| >t there are R € R and L € £ with |Types®(R/L)| < k.

The following proposition is an analogue of the statement that matrices of bounded grid rank have
bounded twin-width.
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» Proposition 51. Let € be a class of finite, ordered binary structures. If € is restrained then € has
bounded twin-width.

Proof. Consider the formula ¢(z;y1,y2) = y1 < « < ya.. Then every partition of a structure S € € into
convex sets is a p-definable disjoint family.

Let A(u,v) be the set of atomic formulas over the signature of € with free variables u and v. Let
k,t be the numbers as in the definition of a restrained class, applied to the formulas y; < = < y2 and
z1 < x < z2. Thus, for every two convex partitions R and £ of S € € into at least ¢ parts each there are
R e R and L € L with

|Types®(R/L)| < k (2)

Let M be the adjacency matrix of S, that is, the S x S matrix whose entry at position (a, b) is the
atomic type of (a,b) in S (up to a certain encoding as described in Section 3.3, which is however irrelevant
here). We show that M has grid rank less than p := k24!,

Suppose that S has grid rank at least p. Then there are divisions £ of the rows of M and R of
the columns of M, into p > k parts each, such that each zone has at least p different rows or at least
p different columns. As the size of the alphabet of M is at most 24!, this implies that each zone has
at least k different rows. Hence, for all L € £ and R € R we have that |Types®(L/R) > k|, which
contradicts (2). <

We now define a notion which generalizes the notion of avoiding certain patterns. In this case, rather
than defining patterns which encode all permutations, it is more convenient to define patterns which
encode grids, in the following way.

Fix any signature X and a first-order formula ¢(Z,y, z), where Z and y are sets of variables and z is
a single variable. An m x n grid defined by ¢ in a structure S is a triple of sets A C S¥, B C SY and
C C S with |A| = m, |B] =n and |C| = m X n, such that the relation

{(@b,c) e Ax BxC|S = p(ab,c)}

is the graph of a bijection from A x B to C. More explicitly, for each ¢ € C there is a unique pair
(a,b) € A x B such that S = ¢(a, b, ¢), and conversely, for each (a,b) € A x B there is a unique ¢ € C
such that S = p(a,b, c).

» Definition 52 (Defining large grids). A class of structures € defines large grids if there is a formula
o(x,y,2) such that for all n € N, ¢ defines an n x n grid in some structure S € €.

Intuitively, if € defines large grids then the product of two sets A x B can be represented by a set of
single elements C' in some structure S € €. Hence an arbitrary relation R C A x B can be represented by
some subset of C, so € is monadically independent. This is expressed by the following.

» Lemma 53. If € defines large grids then € is monadically independent.

Proof. Suppose € defines large grids and let R C A x B be a binary relation between two finite sets A, B.
Then there is a structure S € € and sets A’, B’, C' such that ¢(Z,y, z) defines a grid (4’, B’,C) in S, and
|A| = |A'| and |B| = |B’|. Fix an arbitrary bijections f: A - A’ and g: B — B’. Let U C C be such
that for all ¢ € C,

celU & S = ¢(f(a),g(b),c) for some a € A and b € B with R(a,b).
As ¢ defines a bijection between A x B and C, it follows that for alla € A and b € B,
Rab) 8 32p(f(a),gb),0) AU().

Consider the monadic lift €+ of € which consists of all structures S € € expanded with a unary
predicate U which is interpreted as a finite set. The above shows that the formula 3z.0(Z,y,2) A U(z) is
independent over €*. Hence, € is not monadically dependent. <
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The following result generalizes the implications (i)— (iii)— (v) from Theorem 5 to arbitrary classes
of structures — finite or infinite, ordered or unordered, and over an arbitrary signature. It also involves a
notion which we call 1-dimensionality, which is a model-theoretic notion originating from Shelah (it is
called finite satisfiability dichotomy in [11]). This is a central tool in the study of monadically dependent
classes. It is defined in the following section, in terms of a variant of forking independence — a key concept
in stability theory, generalizing e.g. independence in vector spaces or algebraic independence.

» Theorem 54. Let € be a class of structures over a fized signature.
Then the implications (1)< (2)<>(3)<>(4)—(5) hold among the following conditions.

(1) € does not transduce the class of all graphs,
(2) € is monadically dependent,

(8) € does not define large grids,

(4) € is 1-dimensional (cf. Def. 60),

(5) € is restrained.

The equivalence (1) <> (2) is Theorem 13, due to Baldwin and Shelah. The implication (2) — (3) is
Lemma 53. The implication (3) — (4) is due to Shelah (cf. Prop. 63). The implication (4)—(2) has been
recently proved by Braunfeld and Laskowski [11]. Our contribution is the implication (4)—(5).

We believe this result may be of independent interest, and possibly of broader applicability than just
in the context of ordered structures. For example, by Theorem 54, all graph classes of bounded twin-width
(without an order) and all interpretations of nowhere-dense classes are restrained. Conversely, every class
of structures which is not restrained defines large grids.

Theorem 54 allows us to provide further, model theoretic characterizations of hereditary classes of
finite, ordered, binary structures of bounded twin-width:

» Theorem 55. Let € be a hereditary class of finite, ordered, binary structures. Then the following
conditions are equivalent:

(1) € does not transduce the class of all finite graphs,
(2) € is monadically dependent,

(8) € does not define large grids,

(4) € is 1-dimensional,

(5) € is a restrained class,

(6) € has bounded twin-width,

(7) € is dependent.

Proof. The implications (1) — (2) — (3) — (4) — (9) follow from Theorem 54. The implication (&)
—(6) is proved in Proposition 51. The implication (6)—(1) is by [8] (cf. Theorem 11). This proves the
equivalence of the first six items.

The implication (2)—(7) is immediate, whereas the implication (7)—(6) is by Theorem 1,(iv’),(7). <«

To prove Theorem 54, it remains to prove that every 1-dimensional class is restrained. First, we need
to define 1-dimensionality.

9.1 1-dimensionality

We now introduce a wholly model-theoretic notion which can be used to characterize bounded twin-width,
but also arbitrary monadically dependent classes of structures. For this, we first recall some basic notions
from model theory.

By a model we mean a structure which is typically infinite, as opposed to the structures considered
earlier, which were typically finite. We give a brief account of basic notions from model theory in
Appendix C, although they are not needed to follow the main text below.

The elementary closure of a class of structures € is the class of all models M that satisfy every
sentence ¢ that holds in all structures S € €. In particular, if € does not define large grids, then neither
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does its elementary closure. This is because for any fixed n € N the existence of an n x n-grid defined
by a fixed formula ¢(Z, 7, z) can be expressed by a first-order sentence ¢’ which existentially quantifies
(|1Z] + |y|) - m + n? variables, corresponding to sets A, B, C' of Z-tuples, y-tuples and single vertices, and
then checks that ¢ defines a bijection between A x B and C.

By the compactness theorem (cf. Thm. 68), if € defines large grids, then its elementary closure
contains a structure that defines a grid (A, B,C) with A and B of arbitrarily large infinite cardinalities.

» Definition 56 (Elementary extension). Let M, N be two models. Then N is an elementary extension of
M, written M < N, if the domain of M is contained in the domain of N, and for every formula (%)
and tuple @ € M? of elements of M,

ME ¢(a) if and only if N E o(a).
In other words, it doesn’t matter if we evaluate formulas in M or in N. In particular, M and N satisfy
the same sentences.

A formula o(Z) with parameters from C C N is a formula using constant symbols denoting elements
from C. Such a formula can be evaluated in N on a tuple @ € N?, as expected. Note that if M < N and
©(Z) is a formula with parameters from N and a € M® then it is not necessarily the case that M = ¢(a)
if and only if N |= ¢(a), although this does hold for formulas with parameters from M.

» Definition 57 (Independence). Let M be a model and N its elementary extension. For a tuple a € N*®
and a set B C N say that a is independent from B over M, denoted a ‘M B, if for every formula ¢(Z)
with parameters from B UM such that N = ¢(a) there is some ¢ € M?® such that N | ().

Abusing notation, if B is enumerated by a tuple b, then we may write @ .M b. We write TM for the negation
of the relation ‘M.

» Example 58. Let N be (R, <) and let M be the union of the open intervals ]0, 1] and 8, 9[, equipped
with the relation <. Then M < N. This is easy to derive from the fact that (R, <) has quantifier
elimination, that is, every formula ¢(Z) is equivalent to a quantifier-free formula. Figure 16 illustrates

AT
AN N

Figure 16 The structures M < N, a set B and two tuples, a, e, with a ‘M B and ETM B.

independence over M.
» Example 59. Let M < N. Then a ‘M M for every a € N¥ (cf. Lemma 70).

» Definition 60 (1-dimensionality). A model M is 1-dimensional if for every M < N, tuples a,b of
elements of N and c € N a single element, if a ’M b then ac ’M bora ‘M be. A class € of structures is
1-dimensional if every model in the elementary closure of € is 1-dimensional.

» Example 61. Any total order (X, <) is 1-dimensional. As an illustration, in the situation in Fig. 16,
counsider the tuples a,b marked therein. Then a |, b. Let ¢ € N. If ¢ belongs to the interval ]by, by[ then

d I
a |y be. Otherwise, dc‘ b.

M
» Example 62. Let N = (R x R, ~q, ~9) where for i = 1,2, the relation ~; denotes equality of the ith
coordinates. Let M be the induced substructure of N with domain I x I for some infinite subset I C N.
Then M < N. In the situation depicted in Fig. 17, a |, b but both ac TM b and a TM bc. So M is not
1-dimensional.
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N

M

Figure 17 The structures M < N and elements a,b,c € N with a |M b, ac TM band a TM be.

The following result is essentially [38, Lemma 2.2] (see also [11]).
» Proposition 63. If a model M does not define large grids then it is 1-dimensional.

In particular, every class € that does not define large grids is 1-dimensional, proving the implica-
tion (3)—(4) in Theorem 54.

9.2 Proof of Theorem 54

In this section we prove that every 1-dimensional class is restrained, proving the remaining implica-
tion (4)—(9) in Theorem 54.

Let € be a class which is not restrained. We show that € is not 1-dimensional. We first construct a
structure M in the elementary closure of € that witnesses that € is not restrained in a convenient way.

» Lemma 64. Suppose € is not restrained. Then there exist:

formulas o(z,Z),¥(z,9),0(u,v),

a structure M in the elementary closure of €,
an elementary extension N of M,

tuples ag,ay € NT and by € NY,

such that the following properties hold:

1. tp(ao/M) = tp(a1/M), )
the set Typese(A/B) is infinite, where A = ¢(N,a1) and B = (N, by),
ax ‘M aobo,

w(z;a0) A p(z,a1) is not satisfiable in N,
Y(z;by) is not satisfiable in M.

bl ol

The proof of the lemma is a standard application of basic tools from model theory: compactness,
(mutually) indiscernible sequences and Morley sequences, which are recalled in Appendix C. The proof of
Lemma 64 is in Appendix D. Using the lemma, we now show that € is not 1-dimensional.

Through the rest of Section 9.2, we fix M and N as in Lemma 64 and use the notation from the
lemma.

> Claim 65. There is an elementary extension N’ of N, and a tuple a of elements in ¢(N’;a;), a tuple b
of elements in ¥(N’; by) such that a TM b.

Proof. Let 0(7; @) = 0(a; ). As Types’(A/B) is infinite by (2), so is Typ@sé B/A).
Let Eg(u; @) be the formula defining the equivalence relation on 1)(N;bg)% such that

Eo,V) & tp’(b/p(N;ar)) = tp’ (' /(N ) for b, b" € 1 (N; bp)™.
More precisely,

Ep(m:0) = (@:00) Ab(@ibo) AVIp(@a) = (0(w0) < 0(;0)).
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Hence the formula Ey defines infinitely many classes in IN. By compactness there is an elementary extension
N’ of N such that Ey induces more than 2™ equivalence classes in N’ (cf. Lemma 69). As there are
at most 2/M! distinct f-types in M, there exist &',b” € 1(N’;by) such that tp? (/M) = tp?(b” /M) and
—Ey(b',b") holds in N’. Hence 6(a;b')Af(a; b") holds in N’ for some a € ¢(N’;a;)*. The claim follows
for b =b'b". <

apa, as witnessed

> Claim 66. Let N’ be an elementary extension of N and a € ¢(N’;a;1). Then a, TM

by the formula
C(g;a,a0) = p(a; ) A ~Ix.o(z;9) A @(x; a). (*)

Proof. We have that {(a1;a,ag) holds since ¢(x;a;1) and (x;ag) are inconsistent by (4). Assume that
there is some @’ € MY such that ((a’;a, agp) holds. Then

Az.o(z;a’) A p(x;ar)
holds in N’, as witnessed by x = a. By property (1) and as a’ is in M, this implies that

Jz.p(z;@") A p(; o)

holds in N’; contradicting {(@’;a,ag). Thus ((y; a,ap) is not satisfiable in M. In particular, a; TM aoa,
proving the claim. <
Fix tuples @, b as in Claim 65. We show that if M is 1-dimensional then a,a M aobob, implying a ‘M b,

contrary to Claim 65.

> Claim 67. %uppose M is l—di{nensional, N’ is an elementary extension of N, and let a be a tuple in
©(N’;a1) and b a tuple in ¥(N’; bg). Then

a,a \ Gobob.
M

In particular, a ’M b.

Proof. We show the statement by induction on the length of @ and b. The base case where a and b are
empty is given by property (&) in Lemma 64.

Assume we know the result for a,b and we want to add an element b € ¥(N';by) to b. By 1-
dimensionality, one of the two cases holds:

a1ab \ dobob  or  aa ] Gobob b.
M M

Note that property (5) implies b TM bo, excluding the first case, so the second case must hold, as required.
Now assume we want to add a € p(IN’;a;) to a. By 1-dimensionality,

maa | agbob  or  @a | agboba,
M M

but the second possibility is excluded by Claim 66, and the first one concludes the inductive step. This
proves Claim 67. <

Since there are @ € p(N’;a;) and b € ¥(N'; by) with a TM b by Claim 65, Claim 67 implies M is not
1-dimensional. This finishes the proof of Theorem 54.
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A  Ordered matchings interpret all graphs
Here we give a proof of the following.
» Lemma 10. The class M of ordered matchings efficiently interprets the class of all graphs.

Proof. We prove that the class of all graphs interprets in . Before describing the interpretation of
graphs in ordered matchings, we show how the ordered matching Mg corresponding to an ordered graph
G is constructed, in polynomial time.

Let G be an ordered graph with vertices v; < --- < v, and edges ey,...,e,. For ¢ € [n] and

1 < j < d(v;) we define ¢; ; as the index of the jth edge incident to v;. The left vertices of Mg will be (in
order) vy,...,v,, z, €] €l e'1+, e el ei,ﬁ, and gy’. The right vertices of Mg will be (in order) a/,
€nls e End(vn)s Uns -+ s €115+« 5 €1,d(vn)» V15Y5 €ms - - - €1. ' The matching Mg matches v; and v,  and 2,
y and y', e; and ¢;, and finally €; ; either with e, .~ or e, j+, depending on whether v; is the smallest or

biggest incidence of e, ; (see Figure 18).
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Figure 18 Encoding of a graph in a matching.

We now prove that there is a simple interpretation G, which reconstructs G from M. First note that
7’ is definable as the minimum vertex adjacent to a smaller vertex, and 3’ is definable as the maximum
vertex adjacent to a bigger vertex. Also, z is definable from z’ and y is definable from 3’. Now we can
define vy, ..., vy, to be the vertices smaller than x, ordered with the order of M. Two vertices v; < v; < x
are adjacent in the interpretation if there exists an element e;, > y adjacent to a vertex ) preceded in the
order by an element ej,~ and followed in the order by an element e§€+ with the following properties: e}~
is adjacent to a vertex z~ strictly between the neighbor v} of v; and the neighbor of the successor of v; in
the order and, similarly, eéj is adjacent to a vertex z1 strictly between the neighbor vé- of v; and the

neighbor of the successor of v; in the order. <
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B Reducing the model checking problem for matrices to structures

In this appendix, we prove:

> Lemma 12. Let € be a class of ordered binary structures and let M = {M(A) | A € €} be the class of
adjacency matrices of structures in €. Then there is an FPT reduction of the FO model checking problem
for M to the FO model checking problem for 6.

Proof. Let ¢ be a sentence in the signature of M. Hence, ¢ may use the unary relations R and C
denoting the rows/columns respectively, the total order <, as well as binary relations E,(z,y), for each
atomic type 7 € Ayx. Without loss of generality, by rewriting the sentence ¢ to an equivalent one if
necessary, we may assume that the variables are partitioned into row variables or a column variables, and
for every subformula of ¢ of the form Jx.¢, the subformula 4 is of the form R(z) A ¢’(z) if = is a row
variable, and ¢ is of the form C'(z) A ¢'(z) if x is a column variable.

In this case, construct from ¢ a formula ¢’ in the signature of € as follows:

replace each atom R(x) or C(x) by T (denoting true),

if x is a row variable and y is a column variable then replace each atom x = y or y = x by L (denoting
false), each atom E.(z,y) or E (y,z) by 7(z,y),

if z,y are both row variables or both column variables, then replace each atom E.(x,y) by L.

Then ¢ holds in M(A) if and only if ¢’ holds in A. This yields the reduction. <

C Model theoretic preliminaries

C.1 Basic notions from model theory

Models and theories. In model theory, structures are called models, and we will therefore denote them
M, N, etc. They will typically be infinite.

A (first-order) theory is a set T of sentences over a fixed signature. A model of a theory T is a model
M (finite or not) which satisfies all the sentences in 7', which is denoted M = T. We say that T has a
model if there is some model M of T

The theory of a class of structures € is the set T" of all sentences ¢ such that S |= ¢ for all S € 6.
Trivially, every structure in € is a model of T, but typically, T" has also other models. Those can be
constructed using the compactness theorem:

» Theorem 68 (Compactness of first-order logic). Let T' be a theory such that every finite subset T/ C T
has a model. Then T has a model.

For example, let € be a class of structures over a signature X', and assume that € contains structures
of arbitrarily large finite size. Then the models of the theory of € also include infinite models of
arbitrarily large cardinality. To see this, consider the theory T' of € and let X’ extend the signature
of € by an arbitrary set C of constant symbols. For ¢,d € C, let p.q be the X’'-sentence c#£d. Then
T U{cd | ¢,d € C, c#d} satisfies the assumption of the compactness theorem, so it has a model M, and
this model has at least the cardinality of C.

Elementary extensions. Let M, N be two models such that the domain of M is contained in the domain
of N. Then N is an elementary extension of M, written M < N if for every formula ¢(Z) and tuple
a € M? of elements of M,

M E p(a) ifand only if N | ¢(a).

In other words, it doesn’t matter if we evaluate formulas in M or in N.

A typical way of constructing an elementary extension of M is by considering the following theory,
called the elementary diagram of M. Let X be the signature of M, and let X’ = X U M, where the
elements of M are viewed as constant symbols.
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For a Y-formula ¢(y) and tuple a € MY write (p(a) for the X’-sentence obtained by replacing the
variables in g by constants in M, according to a. Let T be the X/-theory consisting of all sentences ¢(a),
for all X-formulas ¢(Z) and tuples a such that M = o(a).

Pick a model N’ of T, and let N denote the X-structure obtained from N’ by forgetting the constants
in M C Y’. The interpretation of the constants m € M of X/ in N’ yields a function i: M — N. By the
definition of T, for any formula ¢(g) and tuple a € MY,

M E p(a) if and only if N = ¢(i(a)).

Therefore, we may view (identyfing each m € M with i(m) € N) the Y-structure N as an elementary
extension of M.

Reassuming, models of the elementary diagram of M correspond precisely to elementary extensions
of M. In particular, by extending the elementary diagram of M by an arbitrary set of constants, from

compactness we get that M has elementary extensions of arbitrarily large cardinality (unless M is finite).

More generally, we have the following.

> Lemma 69. Let M be a model and let a(Z,%’) be a formula with || = |Z'| defining an equivalence
relation in M with infinitely many classes. Then for every cardinality n there is an elementary extension
N = M in which a defines an equivalence relation with at least n equivalence classes.

Proof. To simplify notation, assume that |Z| = |Z'| = 1. The case of |Z| = |#'| = k > 1 proceeds similarly,
or can be deduced from the case k = 1 by extending the domain of M by M* and the k projection
functions.

Let a(z,2") be formula defining an equivalence relation ~ in M with infinitely many classes. Let X
be the signature of M. Fix any set of constants C' and let Y’ extend X by C' UM, where all the added
elements are constant symbols. For any ¢,d € C consider the X'-sentence p.q = —a(c,d). Let T be the
XY-theory consisting of:

the sentences ¢.q, for all c#d in C,
the elementary diagram of M.

We show that every T C T' containing finitely many sentences of the form ¢.4 has a model. Let C' C C
be the finite set of constants appearing in the sentences p.q € T'. Let M’ be the model M together
with each constant ¢ in M C X’ interpreted as the corresponding element ¢ € M, and constants in C’
interpreted as pairwise ~-inequivalent elements of M, and constants in C'\ C’ interpreted as arbitrary

elements of M. This can be done, since there are infinitely many pairwise ~-inequivalent elements in M.

This shows that 77 has a model.

By compactness, T' has a model N’. This model can be seen as an elementary extension of T’ together
with a set of |C| elements which are pairwise inequivalent with respect to the equivalence relation defined
by « in N. Since C' was taken arbitrary, this proves the lemma. |

Parameters. Let M be a model over a signature X and let A C M be a set of elements. We may view
M as a model over a signature X' U A, where the elements of A are seen as constant symbols, interpreted
in M in the expected way: a constant a € A is interpreted as the element a € M. We call the elements of

A parameters in this context. A Y-formula with parameters from A is a formula over the signature X' U A.

Types. A type with variables z and parameters from A, or a type over A is a set p of formulas ¢(Z) with
parameters from A. We may write p(Z) to indicate that p has variables .

If p(z) is a type over A and B C A then p|B denotes the subset of p consisting of all formulas with
parameters from B. If b € M7 is a tuple of elements of M then the type of b over A in M is the set of
formulas ¢(Z) with parameters from A that are satisfied by b in M. This type is denoted tp(b/A) or
tp;(b/A). Note that tp(b/A) is related to the notion of f-types as follows, for every formula 6(z; ) and
tuple @ € AY:

0(z;a) € tp(b/A) < ac tp?(b/A).
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In particular, tp(b/A) is uniquely determined by {tp®(b/A) | 6(;¥) is a formula}.

A type p(Z) is satisfiable in a set C if there is some tuple ¢ € C* which satisfies all the formulas in p.
A type p(z) with parameters from A C M is satisfiable if it is satisfiable in some elementary extension N
of M. By compactness, this is equivalent to saying that for any finite conjunction ¢(Z) of formulas in p(Z)
we have M = 37.¢(Z).

A type p(Z) with parameters from A is complete if it is satisfiable and for every formula ¢(z) with
parameters from A, either ¢ or —¢ belongs to p. Equivalently, p(Z) is the type over A of some tuple
b € N7, for some elementary extension N of M. We sometimes say that a type is partial to emphasise
that it may not be complete. We denote the set of complete types with variables  and parameters from
A by S*(A) or simply S(A), if  is understood from the context. Note that we have ommitted the model
M from the notation. Indeed, if M’ is a model containing the parameters A and satisfying the same
sentences with parameters from A as M, then M and M’ have identical sets of complete types p(Z) with
parameters from A. Hence, ST(A) does not depend on M, but only on the set of sentences satisfied by A
in M.

C.2 Finite satisfiability

A (partial) type p(z) with parameters from A is finitely satisfiable in C if every finite subset p’ C p is
satisfiable in C. Note that a ’M B (cf. Def. 57) if and only if tp(a/MB) is finitely satisfiable in M.

» Lemma 70. A type p(x) with parameters from M is finitely satisfiable in M if and only if it is satisfiable.

Consequently, M for all a in an elementary extension of M.

@
Proof. For the right-to-left implication, assume that p is satisfied by some tuple ¢ € N? for some
elementary extension N of M. Pick a finite p’ C p, and suppose p’ = {¢1, ..., ¢ }. Consider the formula
¥ = @1 A+ A pg. Note that ¢ may use some parameters from M. So we may write ¥ as ¢ = ¢/ (Z, a)
where 9'(Z, 2) is a formula and a € MZ.

The formula 339 (Z,a) holds in N, as witnessed by ¢. As N is an elementary extension of M, this
formula also holds in M. So there is some m € M satisfying (b, @). Therefore, p' is satisfied by m in M,
proving that p is finitely satisfiable in M.

The left-to-right implicaiton is a basic application of the compactness theorem.
Consider the signature X’ = ¥ UM U z extending X by constant symbols for each element of M and
each variable in Z. Let T be the theory over X’ consisting of:

For every formula ¢(Z) € p, the X’-sentence obtained from ¢(Z) by viewing each parameter a € M as
the constant a € M C 3, and each variable x € T as the constant x € x C X".
the elementary diagram of M.

Then every finite subset T” of T has a model. Indeed, let p’ be the set of formulas ¢(Z) which occur (as
X-sentences) in T". Since p(7) is finitely satisfiable in M, p/(Z) is satisfied by some tuple m € M?. The
pair (M, m) may be seen as a X’-structure, where a constant m € M is interpreted by the corresponding
element of M, and a constant = € ¥ is interpreted as m(z). Then (M, m) is a model of T”.

By compactness, T has a model N’. This model can be seen as an elementary extension N of M
together with a tuple ¢ € NZ of elements (obtained by the interpretation of the constants z in N’), such
that N = ¢(¢) for every formula ¢(Z) € p. Hence, ¢ satisfies p(Z) in N. <

Finite satisfiability and filters. Recall that a filter on a set U is a nonempty set F' C P(U) that is closed
under taking supersets (if A C B then A € F implies B € F'), under binary intersections, and does not
contain the empty set. A filter is an ultrafilter if for every A C U, either A € F or U\ A € F. Every filter
is contained in some ultrafilter, by the Kuratowski-Zorn lemma.

Let N be a model, A C N be a set and & be a set of variables. Fix a filter F on A%. The average
(partial) type over N is the partial type denoted Avg(Z) such that for every formula ¢(z) with parameters
from N,

0(%) € Avp(z) <= {ac A" N y(a)} € F.
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This is a consistent partial type: if say ¢1(Z), ..., pn(Z) € 7(Z), then since any finitely many elements
of F have non-empty intersection, there is @ € A% which satisfies the conjunction ¢1(Z) A -+ A ¢, (T).
Hence this conjunction is consistent, indeed we have shown that Avp(Z) is finitely satisfiable in A.

If F is an ultrafilter on A%, then Av () is a complete type: for every formula ¢(Z), either ¢(Z) € Avp(T)
or ﬁtp(.’f) S AVF(i’)

» Lemma 71. Let w(Z) be a partial type, then w(Z) is finitely satisfiable in A if and only if there is a
filter F on A® such that 7(Z) C Avp(T).

Proof. We have already observed that Avp(Z) is finitely satisfiable in A. Conversely, assume that 7(z) is
finitely satisfiable in A, then define Fy C P(A%) by: Fy = {p(4) : ¢(Z) € 7(Z)}. The fact that m(z) is
finitely satisfiable in A implies that any finitely many elements of Fj; have non-empty intersection. Let F’
be the filter generated by Fy. Then we have 7(z) C Avp(Z). <

> Lemma 72. Let p(z) € S(N) be a complete type, then p(x) is finitely satisfiable in A if and only if
there is an ultrafilter F on AT such that p(Z) = Avp(T).

Proof. We have already seen that if I is an ultrafilter on A%, then Avr(Z) is a complete type over N,
which is finitely satisfiable in A. Conversely, if p(z) € S(N) is finitely satisfiable in A, then by the previous
lemma, there is a filter Fy on A* such that p(z) C Avp,(z). Extend Fy to an ultrafilter F' on A”. Then
p(Z) C Avp,(Z) C Avp(Z). But since p(z) is a complete type, one cannot add any formulas to it without
making it inconsistent. Since Avp(Z) is consistent, we must have p(z) = Avp(Z). <

» Lemma 73. Let n(Z) be a partial type finitely satisfiable in A. Then there is a complete type p(z) € S(IN)
finitely satisfiable in A which extends 7 ().

Proof. Let F be a filter on A® such that n(Z) C Avp(Z). Let F’ be an ultrafilter extending F and let
p(Z) = Avp/(Z). Then p is finitely satisfiable in A and extends 7. <

» Lemma 74. Letp@) € S(N) be finitely satisfiable in A. Then p is A-invariant, that is: for any formula
o(Z;9) and tuples b,b' € NY, we have:

tp(b/A) = tp(t'/A) = ¢(%;b) € p < (T;1') € p.
Proof. If tp(b/A) = tp(b'/A), then the formula ¢(;b)Ap(Z;b') has no solution in A. Since p is finitely
satisfiable in A that formula cannot be in p. Hence as p is a complete type, the formula ¢(Z;b) + ¢(Z;b)
is in p as required. <
C.3 Indiscernible sequences

» Definition 75. Let M be a structure and A C M. Let I be a linear order. A sequence (a; : i € I) of
tuples of M is indiscernible over A if for any n < w and indices

i <o < i< <l
in I, we have
tp(aiy,--.,ai, JA) = tp(aifl,...,ai;L/A).

Another way to state this is that the sequence (a; : i € I) is indiscernible over A if for any n < w,
indices

i< <idpo <<
in I and formula 6(z1,...,Z,) with parameters in A, we have
(1) M|: 9(&i1v"'7&in)He(di;w-w&i;)-

If Ais a set of formulas with parameters in A, we will say that the sequence (a; : i € I) is A-
indiscernible if (1) holds for each 0 in A. If A and I are both finite, then this is expressible by a single
first order formula.
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» Definition 76. Two sequences (a; : i € I) and (b; : j € J) are mutually indiscernible over A if
(@; : i € I) is indiscernible over AU{b; : j € J} and (b; : j € J) is indiscernible over AU {a; : i € I}.

An equivalent definition is that the sequences (a; : ¢ € I) and (b; : j € J) are mutually indiscernible
over A if for any n < w, indices

i< <y i< <

and

!

i< <jan o J1<-<jp
in I and any formula 6(z1,...,Z,; 91, .. .,Yn) with parameters in A, we have

(2) M |:0(&i1a---véin;gjnn-vgjn) (—>9(@i/1,...,ai;l;i)j£,...7?)]';1).

If Ais a set of formulas with parameters in A, we will say that the sequences (a; : i € I) and (b; : j < w)
are mutually A-indiscernible if (2) holds for each 6 in A. If A; I and J are finite, then this is again
expressible by a single first-order formula.

In the following lemma, we use the notation Avg|C to mean the restriction of the type Avp to C. We
also use the notation a<; to mean {a; : j < i}.

» Lemma 77. Let AC B C M. Let F be an ultrafilter on A%. Let I be a linear order and let (a;:i el
be a sequence of tuples of M such that:

C_Li ): AVF|BC_L<i.
Then the sequence (a; : i € I) is indiscernible over B.

Proof. Write p = Avp. Note that p is finitely satisfiable in A and a fortiori finitely satisfiable in B.

We prove by induction on n that if n < w and i3 < -+ < iy, j1 < -+ < j, are in I, then
tp(@iys - - -, G4, JA) = tp(aj,, ..., a;, /A). For n =1 this follows from the fact that all a; realize Avp|B,
which is a complete type over B. Assume we know it for n and take iy < -+ < i, <ipy1, J1 < - <Jn <
Jn+1 in I. By induction hypothesis, we have

tp(@iy, . .-, a4, /B) =tpla,,,...,a;,/B).

By Lemma 74, for any formula 6(Z; 41, ..., y,) with parameters in B, we have:
0(z;a4,,...,0;,) €p <= 0(Z;a4,...,a5,) €D.

Now since a;,,, = p|Bai, ...a;,, we have
0(z;a;,,...,a;,) €Ep < N[ 0(&in+1;di1a ceey Qg )y

and similarly since a;, ., = p|Bay, ...a;,, we have
0(z;aj,,...,a;5,) €p <= N0, ,;a;,...,a;,).

Putting all of this together, we get
N = 0(ai,, 3 0iys- .-, 0,) <= N0, ,;a;,...,4;,).

Since the formula § was an arbitrary formula with parameters in B, we deduce
tp(@iys - - -, G,y /B) = tpay,,...,a;,.,/B)

as required. <

» Definition 78. Let the type p(z) € S(M) be finitely satisfiable in A C M and let AC BC M. A
sequence (a; : i € I) of tuples in M? such that a; |= p|Ba<; is called a Morley sequence of p over B.

By the previous lemma, a Morley sequence of p over B is indiscernible over B.
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C.4 Building indiscernible sequences

Indiscernible sequences are easy to find thanks to Ramsey’s theorem.

» Definition 79. Let (a; : i < w) be a sequence of tuples in some structure M. A family (b; : 1 € I)
indexed by a linear oz"der I is based on (a;)i<y if for any formula 6(x1,...,z,) € L and i1 < ... < i, in
I, if M = 6(bi,,...,b;,) then there are j1 < ... < jn <w such that M = 6(a,,, ..., a;,).

Note that if (a; : ¢ < w) is indiscernible and (b; : 4 € I) is based on it, then it is also indiscernible:
indeed for any i; < ... <4, in I and any j; < ... < j, < w, we have

tp(bil, . 767,") = tp(djl, .. '7djn)'

» Proposition 80. Let (a; : i < w) be a sequence of tuples in some structure M and let I be any linearly

ordered set. There is an elementary extension M < N and a sequence (b; : i € I) of tuples of N that is
based on (@;)i<y -

Proof. Follows from Ramsey and compactness. <
We have analogues for two sequences.

» Definition 81. Let (a; : ¢ < w) and (@, : i < w) be two sequences of tuples in M. Two families
(bi i€ ), (b :j € J) indexed by linear orders I and J are based on (a;)i<w and (a;)i<w if for
any formula 0(Z1,...,Tn;Y1,---Um) € L and iy < ... <ip in I and j1 < ... < jm in J, if M

O(biy, .., bi, 3 b, b)) then there are ki < ... < kn < w and K} < ... <k}, < w such that M |=
9(&k1,..-,C_lk";akp--wak;n)-

Here is a finitary version of Proposition 80 for two sequences.

» Lemma 82. Let A be a finite set of formulas and let m,d < w. Then there is some m, < w such that if
(@; =i <my) and (b; : i < m.) are two sequences of d-tuples of a structure M, then there are (@ : i < m)
and (b : i < m) subsequences of (@;)i<m, and (b;)i<m, respectively such that the sequences (@ : i < m)

and (b, : i < m) are mutually A-indiscernible.

» Proposition 83. Let (a; : i <w) and (a; : i <w) be two sequences of tuples in M and let I, J be two
linearly ordered sets. There is an elementary extension M < N and sequences (b; : i € I) and (b; :jed)
of tuples of N which are based on (a;)i<, and (a)i<y-

Proof. Follows from Lemma 82 and compactness. <

> Lemma 84. Let N be a model and I = (a; : i < w) an indiscernible sequence of tuples of N. There is
an elementary extension N < N, a submodel M < N’ and an ultrafilter F' on M® such that I is a Morley
sequence of Avp over M.

Proof. In an elementary extension of N, we can increase the sequence to I + J, where J = (b; : i € Z)
so that the sequence I + J is indiscernible. Let Fy be an ultrafilter on {b; | i € Z} that contains all
subsets of the form {b; | i < n} for n € Z. Tt follows from indiscernibility that the sequence I is a Morley
sequence of Avg, over {I;i | i € Z}. Possibly up to passing to a further elementary extension, we can
find an elementary submodel M such that I is a Morley sequence of Avg, over M. One can see that by
compactness, or alternatively, take My any model containing {a} | i € Z}, let I’ = (@} : i < w) be a Morley
sequence of Avg, over My. Now I has the same type as I’ over J, so passing to an elementary extension,
there is an automorphism o fixing {b; | i € Z} pointwise and sending I’ to I. Then take M = o(Mj).
Finally, define F' to be the unique ultrafilter on M extending Fy (so a set A is in F if and only if it
contains a set in Fy). Then I is a Morley sequence of Avgy over M. <

» Lemma 85. Let N be a structure and let I = (a; : ¢ < w) and J = (bj : j < w) two mutually indiscernible
sequences of tuples of N. There is an elementary extension N < N’, a submodel M < N’ two ultrafilters
F and F' on M® such that I is a Morley sequence of Avp over MU {a; : i < w} and J is a Morley
sequence of Avp: over M U {Bj 1 j <w}.
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Proof. The proof is very similar to the previous one. First, in an elementary extension, construct
sequences I’ = (a; : i € Z) and J' = (B; : j € Z) so that the two sequences I + I’ and J + J' are
mutually indiscernible. This is possible by compactness. Let F' be an ultrafilter on {a} | i € Z} containing
all initial segments as in the previous proof and similarly for F’ on {B; | j € Z}. Then I is a Morley
sequence of Avp over {a; | i € Z} U{b; | j <w}U{b; |j € Z} and J is a Morley sequence of Avgs over
{ai|i<w}u{a;|i€Z}U{b;|j€Z}. Onecan then construct the model M as above. <

D Proof of Lemma 64

A family (¢;(z))ier of formulas with parameters from N is pairwise inconsistent if for any distinct 4,5 € I,
the formula @;(z) A ¢;(z) has no solution in N. For a sequence {a; | i < w} and for i < w by a<; denote
the set of elements in all the tuples a; with j < 1.

We prove a stronger variant of Lemma 64.

» Lemma 86. Suppose € is not restrained. Then there exist:

Formalas o (z,5), (. ), 0@, ),
a structure M in the elementary closure of €,
an elementary extension N of M,

a sequence (@; : i < w) of tuples in N¥ and a sequence (b; : j < w) of tuples in N7,
such that the following properties hold:

. the tuples ag, a1, ... have equal types over M, and the tuples by, b1, ... have equal types over M,
. for all 0 < i,j < w, the set Types’(A/B) is infinite, where A = o(N,a;) and B = (N, b;),

. a; ’M Aeibey fori < w,

. the formulas {¢(x;a;) | i < w} are pairwise inconsistent,

. the formulas {1(z;b;) | j < w} are pairwise inconsistent.

QB WN =

Tt is clear that each of the properties (1)-(4) implies the corresponding property stated in Lemma 64.
Properties (5) and (1) together imply that (M, b;) = (0 yielding property (5) in Lemma 64. We thus
prove the statement above.

Proof. Assume @ is not restrained. Then there are formulas ¢(z,y) and (y,2z) and a finite set of
formulas A(u,v) such that for every n € N there is a structure S € €, two disjoint families R, L of size
k with Types® (L/R) > k for all L € £ and R € R, where L is p-definable and R is ¢-definable. We
proceed in two steps.

Step 1. There is a model M in the elementary closure of €, indiscernible sequences (a; : i < w) in MY

and (b; : j < w) in M?, formulas (z,y), ¥(z, z) and 6(u,v) € A such that:

the families {p(z,a;) | i < w} and {1 (z,b;) | 7 < w} are both pairwise inconsistent
for each 0 < 7,5 < w the set Types®(A/B) is infinite, where A = (M, a;) and B = (M, b;).

As € is not restrained, for every natural number m, we can find a structure M,, € € sequences
(a1 i < m) and (l_);" : 7 < m) of tuples of M,,, such that:

e the two families {¢(7;a]") : i < m} and {¢(x;b]") : j < m} are pairwise disjoint;

e for every i,j < m, the set TypesA(A/B) has size at least m, where A = o(M,,;a") and B =
Y (Mp; b;n) B

Add constants to the signature to name two sequences (a; : i < w) and (b; : j < w). Consider the
theory T’ in the extended language consisting of the following for every m < w:

e all sentences which hold in all structures in &;

o1, for every i < j < m, the two sets p(7;a;) and ¢(z;a,) are disjoint and the two sets ¥(2;b;) and
Y(x;b;) are disjoint;

e2., the two sequences (@; : i < m) and (b, : j < m) are indiscernible;
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o3, for every i,j < m the set Types®(A/B) has size at least m, where A = o(M;a™) and B =
¥(M; ™) and M is the considered model.

Note that all those conditions are expressible by first order formulas (infinitely many in the case of e
and 9 ,,).

We claim that T” is consistent. Let To € 7" be finite. Then there is m < w such that Ty only contains
formulas from T along with formulas e; ,,,/, @3 ,,,» and e3 ,,,» for m’ < m. Furthermore, there is a finite
set I' of formulas such that the formulas from e, appearing in Tj say at most that (a; : ¢ < m) and
(bj : j < m) are I'-indiscernible.

By Lemma 82, for m. < w is large enough, we can find a subsequences (a} : i < m) of (a
and a subsequence (B!

interpret the constants so as to name the two sequences (a} : i« < m) of (a

M

¢ T <m)
24 < m) of (b : 4 < m,) that are I'-indiscernible. But then M,,, where we
Mk

714 < m) is a model of Tp.

Hence T} is consistent. As Ty was an arbitrary finite subset of 7, we conclude by compactness that T” is
consistent.

Let M be a model of 7" and set I = (@; : i <w) and J = (b; : j < w) as interpreted in M. This yields
the structure M as described in Step 1.

Step 2. Apply Lemma 85 to get an elementary extension N of M, an elementary substructure M’ of N,
such that (b; : j < w) is a Morley sequence over M'a.,, and (a; : j < w) is a Morley sequence over M'b,.
In particular:

1. (@; : i > w) and (b; : j > w) are both indiscernible over M’,

2. the families {¢(z,a;) | i < w} and {¢(x,b;) | j < w} are both pairwise inconsistent,

3. for each 0 < 4,j < w the set TypesA(A/B) is infinite, where A = p(N, a;) and B = ¢(N, Bj),
4. a,

™M/ a‘<ib<w'

Let A = ¢(N,a;) and B = (N, b;). Since Types®(A/B) is infinite and A is finite, there is some
0(u, ) € A such that Types’(A/B) is infinite. This finishes the proof of Lemma 64. <
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