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Despite their massive success in training state-of-the-art deep learning models, gradient-based deep neural
networks (DNNs) training methods such as stochastic gradient descent (SGD) still possess many weaknesses.
Among them we have a low convergence rate that is heavily dependent on the tuning of the learning parameters,
the well-known problem of vanishing and exploding gradients, and the fact that the backpropagation algorithm
does not allow simultaneous weight updates across layers, somewhat limiting parallel execution. There has thus
been significant interest in the development of alternative methods to tackle these difficulties and accelerate DNNs
training.

In the context of this internship we wish to focus on two orthogonal and complementary strategies.
A first direction to obtain faster, less parameter dependent and more robust optimization methods, especially

in case of highly non-convex problems, is to focus on higher-order optimization methods, which rely on derivative
information beyond just first-order. These methods have been much less exploited in large-scale machine learning
applications than first-order ones, due to their per-iteration cost and memory requirement, which render them
unusable when faced with millions of parameters and training examples. Nevertheless, it has been shown that it is
possible to devise variants of higher-order optimization methods that are as scalable as first-order methods and that
attain provably faster convergence guarantees. Key ingredients to design such methods are the use of stochastic,
diagonal or low-rank approximations of the Hessian matrix and subsampling techniques [2, 3].

A second approach to accelerate training is to use low precision arithmetic. Traditionally, DNNs training has
been mostly done using 32-bit floating-point [1] arithmetic, but recent efforts have shown that in many cases it is
possible to use lower precision computations (even going down to sub 8-bit floating-point formats) for SGD-based
methods and still converge to an acceptable result [9–11].

If nowadays several attempts at introducing reduced precision in first-order training methods have been made,
their use in second-order strategies is far less studied. Recent research has focused on employing second order
information for quantization or pruning of neural networks. Some examples are HAWQ, CW-HAWQ [4, 5] or
HAP [6], mixed-precision methods that exploit second order information (e.g., by using fast approximations of the
trace/eigenvalues of the Hessian) for an automatic selection of the relative quantization precision of each layer of
a neural network or for structured pruning. Only preliminary results are however available for the use of multi-
precision computations in second-order methods [7].

The goal of this internship is therefore to explore the feasibility of low/mixed-precision second order
DNNs training approaches. In this sense, the student will write customized precision second order DNNs train-
ing algorithms (starting from the method presented in [2]) and explore the convergence properties of such an
implementation. The work will build upon a custom precision training simulation framework constructed atop
PyTorch, called mptorch, developed by the internship coordinators.

The ideal candidate must be familiar with continuous optimization methods (first and second-order) and how
stochastic versions of these algorithms are used in supervised deep learning applications. Experience with Python
programming is also required. Knowledge of deep learning frameworks such as Pytorch is also desirable.
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