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Context: machine learning and scientific computing. Butterfly matrices are an important
class of structured sparse matrices, well known for their expressivity, i.e., many matrices can be
approximated with a low error as a product of such matrices. Thanks to their extremely sparse
structure, such a factorization allows for a significant reduction of storage costs as well as energy
and time cost for matrix–vector products.

Because of this important property they appear in many applications, from classical problems
such as the factorization of the Hadamard or Fourier matrices to more recent developments in
machine learning such as the fine-tuning of large language models [1, 2] where they are used as a
mean for model compression.

Another tool widely used for model compression in machine learning is low precision quantization.
A timely challenge related to butterflies is to couple their sparsity structure with low precision
quantization. Even though butterfly matrices and quantization have been widely used separately,
their combination poses significant challenges that have never been addressed in the literature.

A first step in this direction has been done in [4, 5], where we propose an efficient heuristic
quantization schemes for butterfly matrices built exploiting natural scaling invariances that arise
in the problem of quantizing the rank-one blocks. Butterfly matrices present indeed a peculiar
structure, so that certain partial products of their factors can be decomposed into blocks admitting
an exact representation as rank-one matrices. This allowed for instance the recent development of
efficient algorithms to compute a general butterfly factorization of a given matrix; such algorithms
accelerate gradient descent by several orders of magnitude, and are endowed with reconstruction
guarantees if the target matrix admits exactly or approximately a butterfly factorization [7, 10, 6, 9].
Moreover, the development of a CUDA kernel for efficient matrix-vector products [3] allows to observe
in practice the good theoretical speed-ups guaranteed by such a structured factorization.

Project description. The goal of this internship will be to investigate the use of quantized
butterflies for neural networks compression. This will involve in priority:

• setting up an approach to compress a neural network by combining a butterfly factorization of
the weights matrices and a low precision quantization;

• investigating the potential of the approach through en empirical study;
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• studying the link between the precision of the factorization and the generalization error of the
network;

• implementing, testing, documenting and illustrating with examples the proposed approach, and
integrating it in pyfaust [8] .
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