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Abstract. The limit free energy of spin-glass models with convex interactions can
be represented as a variational problem involving an explicit functional. Models with
non-convex interactions are much less well-understood, and simple variational formulas
involving the same functional are known to be invalid in general. We show here that
a slightly weaker property of the limit free energy does extend to non-convex models.
Indeed, under the assumption that the limit free energy exists, we show that this limit
can always be represented as a critical value of the said functional. Up to a small
perturbation of the parameters defining the model, we also show that any subsequential
limit of the law of the overlap matrix is a critical point of this functional. We believe that
these results capture the fundamental conclusions of the non-rigorous replica method.

1. Introduction

1.1. Informal summary of the main results. We fix an integer D ⩾ 1, and let
(HN(σ))σ∈(RN )D be a centered Gaussian field such that, for every σ = (σ1, . . . , σD) and

τ = (τ1, . . . , τD) ∈ (RN)D, we have

(1.1) E [HN(σ)HN(τ)] = Nξ (
στ⊺

N
) ,

where ξ ∈ C∞(RD×D;R) is a smooth function admitting an absolutely convergent power-
series expansion with ξ(0) = 0, and where στ⊺ denotes the matrix of scalar products

(1.2) στ⊺ = (σd ⋅ τd′)1⩽d,d′⩽D.

The notation in (1.2) is natural if we think of σ and τ as D-by-N matrices, and we often
identify (RN)D with RD×N . The class of functions ξ such that there exists a Gaussian
random field satisfying (1.1), together with an explicit construction of the Gaussian
process HN , are given in Subsection 1.5 below. We are mostly interested in models for
which the function ξ is non-convex. A representative example in this class is the bipartite
model, which is obtained by choosing D = 2 and ξ((Ad,d′)1⩽d,d′⩽2) = A1,1A2,2. This model
can be realized explicitly by setting HN(σ) to be

1
√
N

N

∑
i,j=1

Ji,jσ1,iσ2,j ,

where (Ji,j)1⩽i,j⩽N are independent standard Gaussian random variables.

We also fix a probability measure P1 with compact support, and for each integer N ⩾ 1,
we denote by PN = P⊗N

1 the N -fold tensor product of P1. We think of PN as a probability

measure on RD×N ≃ (RN)D. We are interested in understanding, for each fixed β ⩾ 0, the
large-N limit of the free energy

1

N
E log∫ exp (βHN(σ)) dPN(σ).
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For D = 1, ξ(r) = r2, and P1 =
1
2δ−1+

1
2δ1, this corresponds to the Sherrington–Kirkpatrick

model [94]. In this context, a candidate for the limit free energy was derived in [63, 84, 85,
86, 87] using sophisticated non-rigorous arguments within the framework of the replica
method. In this approach, a number of formal manipulations are performed in order to
be in a position to appeal to the Laplace principle for integrals of exponential functions,
say of the form

(1.3)
1

N
log∫ exp(NJ (x))dx.

The actual expression that shows up within the replica method also involves the number
of replicas as a parameter. As this number, a positive integer, is sent to zero, unexpected
things happen. In particular, the idea that the limit of (1.3) ought to be the supremum
of J is no longer valid; for the SK model and all other scalar models with Ising spins, the
limit becomes the infimum of J instead. For more general models, even this “inverted
variational principle” is no longer necessarily valid. To the best of our understanding,
in general, the main takeaway of the replica method is that the limit free energy can be
represented as a critical value of this function J . By this, we mean that the limit can be
represented in the form of J (x) for some x such that ∇J (x) = 0. Crucially, one also
expects that the critical point itself encodes the asymptotic law of the overlap between
two independent replicas sampled according to the corresponding Gibbs measure.

The main results of this paper are rigorous versions of statements of this form, for
general models and for a suitable choice of J . Precisely, under the assumption that the
free energy converges to some limit, we show that this limit must be a critical value of
some explicit functional. Whether or not the free energy converges, we also show that,
up to a small perturbation of the energy function HN , any subsequential limit of the law
of the overlap matrix is described by a critical point of the same functional.

A related route towards obtaining a fully unambiguous characterization of the limit free
energy was explored in [68, 71]; see also [37]. The idea there is to consider an enriched
version of the free energy that depends on more parameters, and aim to show that this
enriched free energy is the solution to an explicit Hamilton–Jacobi equation. We will also
work with this enriched version of the free energy throughout this paper.

One possible approach to solving Hamilton–Jacobi equations is through the method
of characteristics. In our context, the characteristics are straight lines, and formal
calculations suggest that the gradient of the free energy ought to be constant along
those lines. Using the equation then yields a prescription for the value of the solution
itself along each of these lines. As long as the characteristic lines do not cross each
other, one can show that defining a function according to this prescription yields a valid
solution to the equation (see for instance [37, Section 3.5] for more precision). In this
perspective, our main result can be rephrased as saying that in fact, the limit free energy
can always be represented as the value prescribed by one of these characteristic lines.
The only remaining source of ambiguity is that for large times, or in other words at low
temperature, there may be multiple characteristic lines reaching a point, and we only
assert that one of these characteristic lines prescribes the correct value.

1.2. Precise statement of the main results. Let SD be the space of D × D real
symmetric matrices, and SD+ be the subset of positive semi-definite matrices. Let

(1.4) Q ∶= {q ∶ [0,1)→ SD+ ∶ q is right-continuous with left limits, and is increasing} ,

where “q is increasing” means that, for every u, v ∈ [0,1),

u ⩽ v Ô⇒ q(u) ⩽ q(v),
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and the latter inequality is interpreted as q(v) − q(u) ∈ SD+ . For every r ∈ [1,∞], we set
Qr ∶= Q∩L

r([0, 1];SD). The enriched free energy will be a function defined over R+ ×Q1.
Here and throughout, we set R+ = [0,∞). When q ∈ Q is constant, i.e. q = h with h ∈ SD+ ,
this enriched free energy is defined as

(1.5) FN(t, h)

∶= −
1

N
E log∫ exp(

√
2tHN(σ) − tNξ (

σσ⊺

N
) +

√
2hz ⋅ σ − h ⋅ σσ⊺) dPN(σ),

where z = (z1, . . . , zD) is a random element of (RN)D ≃ RD×N with independent standard
Gaussian entries, independent of (HN(σ))σ∈(RN )D , and E denotes the expectation with

respect to all randomness. In (1.5) and throughout the paper, whenever a and b are
two matrices of the same size, we denote by a ⋅ b = tr(ab⊺) the entrywise scalar product,

and by ∣a∣ = (a ⋅ a)1/2 the associated norm. The compensating term tNξ (σσ
⊺

N ) is equal

to half the variance of the Gaussian random variable that immediately precedes it in
the expression (1.5); and as a consequence, an application of Jensen’s inequality yields
that FN is non-negative. This compensating term is helpful for the analysis, and we
expect that it can be removed a posteriori using similar but simpler arguments as those
presented here (in the sense that the final results are in terms of the critical points
of a functional that has been enriched with a finite number of additional parameters).
Here we will content ourselves with the observation that this term is constant for the
bipartite model with ±1 spins, or more generally for any model with ±1 spins for which the
function ξ only depends on the diagonal of its argument, so its presence causes no harm
in these cases. (We also explain how this compensating term can be removed in the case
when ξ is convex in Section 8.) The definition of FN(t, q) for non-constant q ∈ Q1 is more

involved, as one needs to replace the “replica-symmetric” random magnetic field
√

2hz
appearing in (1.5) by a more complicated one that is coupled with a Poisson–Dirichlet
cascade; we refer to (3.7) and Proposition 3.1 for a precise definition. Even with general
q ∈ Q1, the structure of this term remains that of a “one-body” potential, in the sense
that it does not feature any interaction between spins indexed by different indices in
{1, . . . ,N}. In particular, for every N ⩾ 1, we have that

(1.6) ψ(q) ∶= F 1(0, q) = FN(0, q).

For every q, q′ ∈ Q2, p ∈ L2([0,1];SD), and t ⩾ 0, we define

(1.7) Jt,q(q
′, p) ∶= ψ(q′) + ⟨p, q − q′⟩

L2 + t∫
1

0
ξ(p).

In this expression, we use the shorthand notation ∫
1

0 ξ(p) = ∫
1

0 ξ(p(u))du, and the inner

product between p and q − q′ is that of the space L2([0,1], SD), that is,

⟨p, q − q′⟩
L2 = ∫

1

0
p(u) ⋅ (q(u) − q′(u))du.

The mapping in (1.7) has a close relationship with the Hamilton–Jacobi equation

(1.8)

⎧⎪⎪
⎨
⎪⎪⎩

∂tf − ∫
1

0
ξ(∂qf) = 0 on R+ ×Q2,

f(0, ⋅) = ψ on Q2.

A first indication of this fact is that, for each fixed q′ and p, the mapping (t, q)↦ Jt,q(q
′, p)

is an affine solution to the equation (1.8) (with a different initial condition). More
importantly, under convexity conditions on ξ and ψ respectively, the Hopf–Lax and Hopf
formulas allow us to write the solution to (1.8) evaluated at (t, q) as a saddle-point
problem for the functional Jt,q, as was shown in [29] (see also [37, Section 3.4] for the
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case of equations in finite dimension). For these reasons, we call the mapping Jt,q the
Hamilton–Jacobi functional. While neither ξ nor ψ need to be convex nor concave in
general, the conjecture of [68, 71] (see also [37, Question 6.11]) is that FN converges to
the solution to (1.8). The function Jt,q will play the role of the function J discussed

informally in the previous subsection. We say that the pair (q′, p) ∈ Q2 ×L
2([0, 1];SD) is

a critical point of the mapping Jt,q if

(1.9) q = q′ − t∇ξ(p)

and

(1.10) p = ∂qψ(q
′
).

In more explicit notation, these identities state that, for almost every u ∈ [0,1), we have

q(u) = q′(u) − t∇ξ(p(u)) and p(u) = ∂qψ(q
′, u),

and ∂qψ(q, ⋅) denotes the Gateaux derivative of ψ at q, see (2.2) for a precise definition.
The condition (1.9) is the first-variation relation for the variable p in the mapping Jt,q,
while the condition (1.10) is the same for the variable q′ (ignoring the constraint q′ ∈ Q2).
Notice that inserting (1.10) into (1.9) yields that

(1.11) q = q′ − t∇ξ(∂qψ(q
′
)).

At least formally, the characteristic line associated with the equation (1.8) and emanating
from the point q′ ∈ Q2 is the trajectory

t′ ↦ (t′, q′ − t′∇ξ(∂qψ(q
′
)))

(cf. [37, (3.94)]). The relation (1.11) can therefore be rephrased as saying that the
characteristic line emanating from q′ passes through the point (t, q).

In order to clarify the relationship between the Hamilton–Jacobi functional and the
Parisi formula, we first present a characterization of the limit free energy that is valid
under the assumption that ξ is convex over SD+ . The limit free energy was first identified
for a class of scalar models including the Sherrington–Kirkpatrick model in [49, 102]. The
argument was then extended to general scalar models in [76, 79, 77], using an alternative
approach based on the ultrametricity property of the Gibbs measure. This approach was
then extended to models as in (1.1) in [13, 80, 81, 82], under the assumption that the
function ξ is convex over RD×D. Here we show that the more general assumption that ξ is
convex over SD+ is sufficient for this result to be valid. To generate examples of functions
that satisfy the weaker condition but not the stronger one, we note that if ξ0 ∶ RD×D → R
is convex over RD×D, then any function of the form

ξ ∶ A = (Ad,d′)d,d′⩽1 ↦ ξ0(A) +
D

∑
d=1

+∞
∑
k=1

β2
d,kA

k
d,d,

with (βd,k)d⩽D,k⩾1 decaying sufficiently rapidly to ensure the absolute summability of the

series, is convex over SD+ , but it is not necessarily convex over RD×D.

Theorem 1.1. If ξ is a convex function over SD+ , then for every t ⩾ 0 and q ∈ Q2, we
have

(1.12) lim
N→∞

FN(t, q) = sup
q′∈q+Q∞

inf
p∈Q∞

Jt,q(q
′, p) = f(t, q),

where f is the solution to (1.8).

The fact that the Parisi formula (q = 0) can be recast in terms of the Hamilton–Jacobi
functional in the case D = 1 is from [69], and was extended to arbitrary q in [72]. The
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fact that the solution to the Hamilton–Jacobi equation (1.8) with convex ξ∣SD
+

admits a

variational representation is from [29], and the inequality

lim inf
N→∞

FN(t, q) ⩾ f(t, q)

is shown in [68, 71] for arbitrary ξ. The converse bound will follow from the results
obtained below, which are more precise than necessary in this case.

To clarify further the connection between Theorem 1.1 and the classical expression of
the Parisi formula, when ξ is convex over SD+ , we define its convex dual ξ∗ by setting, for
every a ∈ RD×D,

(1.13) ξ∗(a) ∶= sup
b∈SD

+

{a ⋅ b − ξ(b)} .

As will be shown here, one can rewrite the saddle-point problem in (1.12) as

(1.14) sup
q′∈Q∞

{ψ(q + q′) − t∫
1

0
ξ∗ (

q′

t
)} ,

which perhaps most closely resembles the classical finite-dimensional Hopf–Lax formula
adapted to the equation in (1.8). For scalar models and q = 0, it was shown in [69] that
one can recover the classical expression of the Parisi formula from the formula in (1.12)
via a change of variables. This change of variables essentially consists in replacing the
variable q′ with the variable p defined so that q′ = t∇ξ(p), so that (1.9) holds; see also
[37, Section 6.5] for more precision.

For possibly non-convex ξ, the first identity in (1.12) is false in general [68]. Another
plausible candidate saddle-point formula is

(1.15) sup
p∈Q∞

inf
q′∈Q∞

Jt,q(q
′, p),

which is the Hopf formula for the solution to (1.8) when ψ is convex [29]. A formula of this
form arises in the context of certain problems of statistical inference in high dimensions,
see [10, 11, 12, 30, 26, 28, 54, 58, 59, 60, 61, 64, 66, 67, 90, 91], as well as [37, Chapter 4]
for a presentation following the Hamilton–Jacobi approach. However, it is shown in
[68, Section 6] that the variational formula in (1.15) cannot be the limit free energy in
general, because the function ψ is not convex in general. A similar phenomenon seems
to occur for certain problems of statistical inference on sparse graphs, see [38, 36, 55].
More broadly, there is no arrangement of inf’s and sup’s in front of the Hamilton–Jacobi
functional that could be equal to the limit free energy in general [68]. In analogy with
the change of variables described below (1.14), one might alternatively want to use (1.9)
and ask whether the limit free energy could be written in the form of the supremum or
the infimum over p ∈ Q∞ of the functional

(1.16) p↦ ψ(q + t∇ξ(p)) − t∫
1

0
(p ⋅ ∇ξ(p) − ξ(p)),

but these are also invalid candidates in general [68].

Our first main result states that, under the assumption that the limit free energy exists,
it must be a critical value of the Hamilton–Jacobi functional.

Theorem 1.2 (Critical point representation). Assume that FN converges to some f .
Then for every t ⩾ 0 and q ∈ Q2, there exists (q′, p) ∈ Q2

∞ that is a critical point of Jt,q
and is such that

(1.17) lim
N→∞

FN(t, q) = Jt,q(q
′, p).
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We understand that the assumption of convergence of FN to f is pointwise, that is, for
every (t, q) ∈ R+ ×Q1, we assume that limN→∞ FN(t, q) = f(t, q). As will be explained in
Propositions 3.1 and 3.3, the function FN is Lipschitz in its arguments, with a Lipschitz
constant that is uniformly bounded in N , so the existence of subsequential limits is a
consequence of the Arzelà-Ascoli theorem (and pointwise convergence on a dense subset
of R+ ×Q1 implies convergence everywhere). The assumption of convergence could be
weakened to a local statement around the point (t, q) for which we want (1.17) to hold,
but we prefer to refrain from doing so for clarity. As shown in Proposition 7.3, one can
also represent the limit free energy at (t, q) as a critical value of the function in (1.16).

In fact, for most choices of (t, q), we can identify an explicit choice for the critical
point (q′, p) appearing in Theorem 1.2, which is expressed in terms of the limit free
energy f . Readers who are familiar with the method of characteristics (or see [37,
Section 3.5]) may guess our choice of (q′, p): since the derivative of the solution ought to
be constant along the characteristic line, we aim to choose q′ so that ∂qf(t, q) = ∂qψ(q

′),
and thus p = ∂qψ(q

′) = ∂qf(t, q).

To make this statement precise, we define Q↑ to be the set of all q ∈ Q2 such that
q(0) = 0 and there exists a constant c > 0 satisfying, for every u ⩽ v ∈ [0,1],

(1.18) q(v) − q(u) ⩾ c(v − u) Id and Ellipt(q(v) − q(u)) ⩽ c−1,

where Id denotes the identity matrix, and Ellipt(a) denotes the ratio between the largest
and the smallest eigenvalues of the matrix a ∈ SD+ . Roughly speaking, the space Q↑ is
the set of all q ∈ Q2 that are “uniformly increasing” with a bounded ellipticity ratio.
Although the space Q2 has empty interior as a subspace of L2([0,1];SD), the space Q↑
will functionally play the role of the interior of Q2. This space is for instance convenient
when exploring the notion of Gateaux differentiability of a function defined on Q2; we
refer to Definition 2.2 for the precise notion of Gateaux differentiability we use. We will
show below that if FN converges to some function f , then the limit f must be Gateaux
differentiable almost everywhere in Q2. Our usage of the phrase “almost everywhere”
requires some explanation here, since the space Q2 ⊆ L

2([0, 1];SD) is infinite-dimensional.
What we mean is that the set of points at which f is not Gateaux differentiable is a
Gaussian null set (see Definition 2.4). In particular, if FN converges to some function f ,
then f must be differentiable on a subset of R+ × (Q↑ ∩L

∞) that is dense in R+ ×Q2.

Theorem 1.3 (Critical point identification). Assume that FN converges to some limit f .
For every t ⩾ 0 and q ∈ Q↑ ∩L

∞([0,1];SD), if f(t, ⋅) is Gateaux differentiable at q, then
letting p = ∂qf(t, q) and q′ = q+ t∇ξ(p), we have that (q′, p) ∈ Q2

∞ is a critical point of Jt,q
and is such that (1.17) holds.

Up to a small perturbation of the free energy, we can also identify the limit of the law
of the overlap matrix in terms of this critical point. We denote by ⟨⋅⟩ the Gibbs measure
associated with the enriched free energy with parameters (t, q), see (3.8) for a precise
definition. The canonical random variable under this measure is denoted by σ, and we
denote by σ′ an independent copy of σ under ⟨⋅⟩, also called a replica. The overlap matrix
is the random variable N−1σσ′⊺, taking values in RD×D.

We now introduce the perturbation to the Hamiltonian that we need to add. We let
(ĤN(σ))σ∈(RD)N be the centered Gaussian field such that, for every σ, τ ∈ (RD)N ,

(1.19) E [ĤN(σ)ĤN(τ)] = N ∣
στ⊺

N
∣

2

.
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This Gaussian field can be constructed explicitly by setting

ĤN(σ) ∶=
1

√
N

D

∑
d=1

N

∑
i,j=1

Wi,jσd,iσd,j ,

where (Wi,j) are independent standard Gaussians. We impose this new Gaussian field to

be independent of all other sources of randomness. For every t̂ ⩾ 0, we define F̂N(t, t̂, q)
to be the enriched free energy as discussed earlier and to which we add the following
quantity in the exponential:

(1.20)
√

2t̂ ĤN(σ) − t̂N ∣
σσ⊺

N
∣

2

;

see also (7.13) for more precision. The corresponding functional J then becomes

(1.21) Ĵt,t̂,q(q
′, p) ∶= ψ(q′) + ⟨p, q − q′⟩

L2 + t∫
1

0
ξ(p) + t̂∫

1

0
∣p∣2.

Theorem 1.4 (Identification of the law of the overlap). Assume that F̂N converges

to some limit f̂ along a subsequence. Suppose also that, for some t ⩾ 0, t̂ > 0, and
q ∈ Q↑ ∩ L

∞([0,1];SD), we have that f̂(t, t̂, ⋅) is Gateaux differentiable at q, and that

f̂(t, ⋅, q) is differentiable at t̂. Then letting p = ∂qf̂(t, t̂, q) and q′ = q+t∇ξ(p)+2t̂p, we have

that (q′, p) ∈ Q2
∞ is a critical point of Ĵt,t̂,q. Moreover, as N tends to infinity along the

said subsequence, the overlap matrix converges in law under E ⟨⋅⟩ to the random variable
p(U), where U is a uniform random variable over [0,1].

Notice that in Theorem 1.4, we do not require that the free energy converges as N
tends to infinity, as convergence along a subsequence suffices; and we recall that the
Lipschitz continuity properties of F̂N guarantee that we can always extract convergent
subsequences. If we do make the assumption that F̂N converges along the full sequence,
then an application of Theorem 1.3 yields a representation of the free energy itself as

lim
N→∞

FN(t, q) = Ĵt,t̂,q(q
′, p),

for the same critical point (q′, p) of Ĵt,t̂,q. To be clear, we mention that the statement

that (q′, p) is a critical point of Ĵt,t̂,q means that

q = q′ − t∇ξ(p) − 2t̂p and p = ∂qψ(q
′
).

As for Theorem 1.3, for each t ⩾ 0, almost every choice of (t̂, q) ∈ R+ × (Q↑ ∩ L
∞) is a

point that satisfies the assumptions of Theorem 1.4. In particular, the set of such points
is dense in R+ ×Q2.

In fact, we will prove a stronger version of Theorem 1.4 in which we identify the limit
law of the array of overlaps involving arbitrarily many independent copies of σ under ⟨⋅⟩.

A natural question is whether results such as Theorem 1.2 characterize the limit
free energy f uniquely. The next proposition answers this question positively at high
temperature.

Proposition 1.5 (Uniqueness of critical point at high temperature). There exists tc > 0
such that for every t ∈ [0, tc) and q ∈ Q2, the function Jt,q has a unique critical point
in Q2

2.

For t > 0 sufficiently small and q = 0, Theorem 1.2 is shown in [34]. Showing Theorem 1.2
at high temperature for non-zero paths q is not a straightforward adaptation of the
argument in [34] because the system is no longer replica-symmetric in this case, no matter
how small t is.
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The Hamilton–Jacobi functional may have multiple critical points in general. Inter-
estingly, this fact does not completely rule out the possibility that Theorem 1.2 might
fully characterize the limit free energy. Indeed, one can exclude some spurious critical
points by exploiting the continuity properties of the free energy, for instance by using the
following simple observation.

Proposition 1.6 (Relevant critical points must be stable). For each integer n ⩾ 1, let
(tn, qn) ∈ R+ ×Q2, and let (q′n, pn) ∈ Q

2
2 be a critical point of Jtn,qn such that

lim
N→∞

FN(tn, qn) = Jtn,qn(q
′
n, pn).

Suppose that (tn, qn) converges towards (t, q) ∈ R+ ×Q2. Then the sequence (q′n, pn) is
precompact in Q2

2. Moreover, any subsequential limit (q′, p) ∈ Q2
2 is a critical point of Jt,q,

and is such that

(1.22) lim
N→∞

FN(t, q) = Jt,q(q
′, p).

Proposition 1.6 implies that among all the candidate critical points of Jt,q, we can
exclude those that cannot be represented as limits of critical points at nearby locations.
While we will not prove this here, we expect that some spurious critical points can indeed
be excluded using this property.

In order to avoid possible confusion, we mention that the notion of stability of critical
points implied by Proposition 1.6 is different from another possible notion of stability
sometimes evoked by physicists and that has its clearest meaning for convex models.
Indeed, since Theorem 1.1 gives a variational formula for the limit free energy in this
case, we can deduce constraints on the Hessian of the Hamilton–Jacobi functional at the
relevant critical point, at least at a formal level. From the arguments of [68, Section 6],
we do not expect that one can strengthen Theorem 1.2 and prescribe the “orientation”
of the Hessian of the Hamilton–Jacobi functional at a critical point (q′, p) in general.
Our understanding is that physicists sometimes proceed by inspecting the orientation
of the Hessian of the unique critical point of the high-temperature phase, and by then
postulating that the same orientation must be valid at low temperature. While this might
work in some cases, we would be surprised if this procedure was valid in general.

We now comment on our assumption of convergence of the free energy in Theorems 1.2
and 1.3. Even for certain scalar models (with ξ that is not convex on R), the only
technique we are aware of for showing the convergence of the free energy to some limit
consists in obtaining a full characterization of the limit; in other words, it consists in
showing that Theorem 1.1 holds. In view of this, we find it more promising to direct
further effort towards a full identification of the limit for general models, rather than
towards the discovery of an argument that would only guarantee convergence.

1.3. Related works. We have already mentioned a number of works that are related to
the present paper. In particular, we recall that the limit free energy of the Sherrington–
Kirkpatrick model was determined in [49, 102, 103, 104]. The proof for general scalar
models (D = 1) was obtained in [76, 77] by showing that the Ghirlanda–Guerra identities
[2, 45, 47] suffice to ensure the ultrametricity of the Gibbs measure. The version of
Theorem 1.1 with ξ assumed to be convex over RD×D was obtained in [13, 80, 81, 82].
The main ingredient of the proof there is that by enforcing ultrametricity of the overlaps
associated with a large family of linear combinations of the spins of different types, one
can deduce that the overlaps corresponding to these different types synchronize with one
another. These properties of ultrametricity and synchronization will also be used crucially
in the present work. Related results for spherical models were obtained in [31, 101] for
scalar models, and in [16, 17, 57, 83] for models with multiple types of spins.
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Connections between mean-field models of statistical mechanics and Hamilton–Jacobi
equations have already been noted in [23, 75]; we also refer to [18] for a recent survey
on related topics. In the context of spin glasses, these connections were first explored
in [1, 14, 15, 48], under a replica-symmetric or one-step replica symmetry breaking
assumption. The fact that the Parisi formula can be seen as the Hopf–Lax formula of
an infinite-dimensional Hamilton–Jacobi equation is from [70, 73]; see also [37] for a
pedagogical presentation. The rigorous justification of the fact that this Hopf–Lax formula
is indeed the solution to the Hamilton–Jacobi equation is from [29]. An inequality between
the limit free energy and the solution to the Hamilton–Jacobi equation is obtained in
[68, 71] for general models.

For certain spherical models with multiple types and non-convex ξ called “pure models”,
the limit free energy was identified explicitly in [97, 99, 98, 100], assuming that this limit
free energy is well-defined; see also [9] for the case of the bipartite spherical Sherrington–
Kirkpatrick model. A more geometric analysis of the energy landscape is in [20, 53, 56, 62];
see also [6, 7, 41, 95] for scalar models.

In the low-temperature regime, the free energy is a good approximation for the
maximum of the energy function σ ↦ HN(σ) over the support of PN (see for instance
[37, Exercise 6.3]). We think that it would be interesting to work out what consequences
our results entail for the asymptotic behavior of this maximum, in the limit of large
system size. For some convex models, a Parisi-like variational formula capturing this
was obtained in [8, 32, 35]. Relatedly, there has been much recent progress on the
problem of determining whether there exists a polynomial-time algorithm that identifies a
configuration σ in the support of PN such that HN(σ) is close to its maximal value. The
answer turns out to depend on the specifics of the model, and relates to the overlap gap
property [43]; see also [42, 44] for surveys. In general, one can identify a specific value ALG
such that there exists a polynomial-time algorithm that can identify a configuration σ
with HN(σ) ≃ NALG with high probability, but such that any algorithm within a broad
class will demonstrably fail to improve upon this limit value ALG, as shown first for
scalar models in [40, 50, 65, 93, 96]. Remarkably, they have been successfully extended
to general, possibly non-convex spherical models with multiple types in [51, 52], even
though the asymptotic behavior of the maximum of HN is currently not understood at
this level of generality.

1.4. Outline of the paper. In Section 2, we explore the differentiability properties of
Lipschitz functions on Q2. In particular, we show that any such function is Gateaux-
differentiable outside of a Gaussian null set. In Section 3, we define the free energy
FN(t, q) for piecewise-constant paths q using discrete Poisson–Dirichlet cascades, and
then extend it to any path q ∈ Q1 by continuity. We also show that the sequence (FN)N∈N
is precompact, and that FN is locally semi-concave uniformly over N . It is convenient
to also give a direct definition of the free energy and its associated Gibbs measure for
arbitrary paths q ∈ Q∞. For this purpose, we derive a number of preliminary results
involving continuous Poisson-Dirichlet cascades in Section 4, and then give this direct
definition of the free energy in Section 5. In that section, we also study the differentiability
properties of FN and of any subsequential limit with respect to the path q. We turn to
cavity calculations in Section 6. Using the ultrametricity and synchronization results
from [76] and [80, 81, 82], we extend the Aizenman–Simms–Starr scheme [3] and obtain
precise representations of FN+1 − FN and of ∂qFN . Information about ∂qFN gives us
access to the asymptotic law of the overlap matrix. In Section 7, we combine these results
to show Theorem 1.3 and then Theorem 1.2, as well as some refinements involving overlap
arrays. We also show that any subsequential limit f of the free energy FN must be such
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that, at every point (t, q) of Gateaux differentiability of f , we have

(1.23) ∂tf(t, q) = ∫
1

0
ξ(∂qf(t, q, u))du.

In particular, this shows that the function f must satisfy the Hamilton–Jacobi equa-
tion (1.8) everywhere outside of a Gaussian null set. Finally, Section 8 derives further
consequences of our results in the special case when ξ is convex over SD+ . In particular,
we prove Theorem 1.1 there.

1.5. Explicit representation of the Gaussian field HN . Before closing this intro-
duction, we clarify the class of functions ξ such that (1.1) can hold for some Gaussian
process HN , and give an explicit construction of HN in this case. By [71, Proposition 6.6],
the function ξ must take the form

(1.24) ξ(a) =
+∞
∑
p=1

C(p)
⋅ a⊗p,

where C(p) ∈ SD
p

+ for each p ⩾ 1. In (1.24), the notation a⊗p stands for the p-fold tensor
product of the matrix a ∈ RD×D, which we interpret as a Dp-by-Dp matrix. We recall
that we assume that the series in (1.24) is absolutely convergent for every a ∈ RD×D. The
summation in (1.24) starts at p = 1 since we assume that ξ(0) = 0. There is no loss of
generality in this assumption, since the general case can be obtained by simply adding a
fixed Gaussian random variable to HN , and this changes neither the averaged free energy
nor the Gibbs measure.

To give an explicit construction of the Hamiltonian HN , it suffices to consider the case
when only one of the terms in the series in (1.24) is non-zero, since the general case can
then be obtained by adding independent Gaussian fields corresponding to each term in
the series. We therefore fix p ⩾ 1, and let (J(d))d∈{1,...D}p be a centered Gaussian vector

with covariance matrix C(p). We let ((J
(d)
i )d∈{1,...,D}p)i∈{1,...,N}p denote Np independent

copies of the Dp-dimensional random vector (J(d))d∈{1,...D}p . In particular, we have for

every d,d′ ∈ {1, . . . ,D}p and i, i′ ∈ {1, . . . ,N}p that

E [J
(d)
i J

(d′)
i′ ] = 1{i=i′} C

(p)
d,d′ .

We then set, for every σ = (σd,i)1⩽d⩽D,1⩽i⩽N ∈ RD×N ,

HN(σ) ∶= N− p−1
2

D

∑
d1,...,dp=1

N

∑
i1,...,ip=1

J
(d1,...,dp)
i1,...,ip

σd1,i1⋯σdp,ip .

This Gaussian process satisfies (1.1) for the function ξ given by

ξ(a) = C(p)
⋅ a⊗p.

1.6. Assumption on the support of P1. All the results stated above are valid under
the assumption that the reference measure PN = P⊗N

1 is such that P1 has compact support

in RD. For convenience, we assume from now on that

(1.25) the support of P1 is contained in the closed unit ball of RD.

Up to a rescaling of the variables, this entails no loss in generality.
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2. Differentiability of Lipschitz functions

The main goal of this section is to show that a Lipschitz function on the space of
paths Q is differentiable “almost everywhere”. We do not know whether a statement in
this spirit is valid if the notion of differentiability is meant in the sense of Fréchet. We
will show that it is indeed valid if the notion of differentiability is somewhat weakened,
and with “almost everywhere” being understood in the sense that the set of points of
non-differentiability is a Gaussian null set.

Throughout this section, we let E be a separable Banach space, and let G be a subset
of E. In our application, we will choose E to be L2([0,1];SD) and G = Q2. We denote
by ∣ ⋅ ∣E the norm on the space E, by E∗ the (continuous) dual of E, and by ⟨⋅, ⋅⟩E the
canonical pairing of (E∗,E). We start by giving precise definitions of the notions of
differentiability we use.

Definition 2.1 (Fréchet differentiability). A function g ∶ G→ R is Fréchet differentiable
at q ∈ G if there is a unique y∗ ∈ E∗ such that

lim
r→0

sup
q′∈G∖{q}
∣q′−q∣E⩽r

∣g(q′) − g(q) − ⟨y∗, q′ − q⟩E ∣

∣q′ − q∣E
= 0.(2.1)

In this case, we call y∗ the Fréchet derivative of g at q.

The condition in (2.1) can be rewritten as

g(q′) − g(q) = ⟨y∗, q′ − q⟩
E
+ o (∣q′ − q∣

E
)

for q′ ∈ G tending to q. The notion of Fréchet differentiability is often defined only when G
is an open set, in which case if there exists y∗ ∈ E∗ satisfying (2.1), then it is necessarily
unique. But we do not require that G be open here.

For every q ∈ G, we define

Adm(G, q) ∶= {e ∈ E ∣ ∃r > 0 ∶ ∀t ∈ [0, r], q + te ∈ G}

to be the set of admissible directions at q along which a small line segment is contained
in G.

Definition 2.2 (Gateaux differentiability). A function g ∶ G→ R is Gateaux differentiable
at q ∈ G if the following two conditions hold:

● for every e ∈ Adm(G, q), the following limit exists:

(2.2) g′(q, e) ∶= lim
r↘0

g(q + re) − g(q)

r
;

● there is a unique y∗ ∈ E∗ such that for every e ∈ Adm(G, q), we have g′(q, e) = ⟨y∗, e⟩E .

In this case, we call y∗ the Gateaux derivative of g at q.

We stress that our definition of Gateaux differentiability may differ from the most
classical one. For one thing, the notion is most commonly used only when G is an open
set. Most importantly, the notion of Gateaux differentiability is often understood in the
sense that only the first of the two properties we listed is valid, while here we require in
particular that the mapping e ↦ g′(q, e) be linear and continuous. We refer to [74] for
a comparison of the different notions. When G is an open set, our definition coincides
with those of [74, Definition 4], [88, (d) page 528], and [21, Definition 4.1] (we impose
r > 0 in (2.2) while the limit is two-sided in [88, 21], but these are equivalent since we
also have that g′(q, e) = −g′(q,−e)). An example of a Lipschitz function that is nowhere
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Fréchet differentiable is the `1 norm on the space of absolutely summable sequences; this
function is Gateaux differentiable at every nowhere-vanishing sequence.

In the problem we are ultimately interested in, the function defined on G admits a
Lipschitz extension on the full space E. Under the assumption that the norm ∣ ⋅ ∣E is
Fréchet differentiable away from the origin, it was shown in [89] that a Lipschitz function
on E must be Fréchet differentiable on a dense set. However, what we really want is to
identify a dense set of points of differentiability in G. Since in our application, the set G
has empty interior, the existence of a dense set of points of differentiability in E does not
guarantee the existence of any such point in G.

We will therefore rely instead on the fact, proved in [5, 88], that a Lipschitz function
on E must be Gateaux differentiable outside of a Gaussian null set. As will be explained
next, a Gaussian null set is sufficiently “thin” that in our application, we can deduce in
particular the existence in G of a dense set of points of Gateaux differentiability.

We now give a precise definition of the notion of a Gaussian null set, and present the
relevant results from [88]. We equip E with the Borel σ-algebra generated by its norm
topology.

Definition 2.3. A probability measure µ on E is said to be a non-degenerate Gaussian
measure with mean a ∈ E if for every non-zero e∗ ∈ E∗, the measure µ ○ (e∗)−1 is a
Gaussian measure with mean e∗(a) and non-zero variance.

Although we will not make use of this fact, we mention in passing that when E is a
separable Banach space as we assume here, the mean of a Gaussian measure can always
be represented as an element of E, by [22, Theorem 3.2.3]. This is easier to see when E a
separable Hilbert space (e.g. [22, Theorem 2.3.1]), or more generally when E is reflexive.
In our application the space E will be a separable Hilbert space.

Definition 2.4. A Borel subset B of E is said to be a Gaussian null set if for every
non-degenerate Gaussian measure µ on E, we have µ(B) = 0.

The following lemma is a simple modification of [88, Lemma 3]; we provide a complete
proof for the reader’s convenience.

Lemma 2.5. Let (wn)n∈N be a sequence in E that has dense linear span and satisfies
limn→∞ ∣wn∣E = 0, and let K be the closed convex hull of {0} ∪ {wn ∶ n ∈ N}. For every
x ∈ E, the set x +K is not a Gaussian null set.

Proof. We denote by `2 the Hilbert space of square-summable sequences indexed by N,
and decompose the proof into two steps.

Step 1. Let µ be a non-degenerate Gaussian measure on `2 with mean a ∈ `2. In this
step, we show that µ attributes a positive mass to every open set; or equivalently, that
the support of µ is the full space `2. By [22, Theorem 2.3.1], there exists a continuous
self-adjoint operator A ∶ `2 → `2 such that for every u ∈ `2, the measure µ○u−1 is Gaussian
with mean u ⋅ a and variance u ⋅Au. In the notation µ ○u−1, we interpret u as the element
of the dual of `2 canonically associated with u, namely the mapping x↦ u ⋅ x. Since µ is
non-degenerate, the kernel of A must be trivial. Since A is self-adjoint, this implies that
the image of A is dense in `2. We also observe that for every h ∈ `2, the translation of µ
by Ah is equivalent to µ, since its Radon–Nikodym derivative with respect to µ is the
mapping

x↦ exp((x − a) ⋅ h −
1

2
h ⋅Ah) .

Now suppose that there exists an open set U ⊆ `2 such that µ(U) = 0. We deduce that
the translation of U by any Ah, h ∈ `2 also has zero measure. But since the image of A is
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dense in `2, we can find a sequence (hn)n∈N such that

⋃
n∈N

(U +Ahn) = `
2.

We have thus reached the absurd conclusion that µ(`2) = 0; so there exists no open
set U ⊆ `2 such that µ(U) = 0.

Step 2. We define the linear map L ∶ `2 → E such that, for every y = (yn)n∈N ∈ `2,

Ly ∶= ∑
n∈N

2−nynwn.

Let U be the unit ball of `2. Since the set {0} ∪ {wn ∶ n ∈ N} ∪ {−wn ∶ n ∈ N} is compact
in E, its closed convex hull G is also compact (see for instance [4, Theorem 5.35]). Since
∣yn∣ ⩽ 1 for every y ∈ U and n ∈ N, we have LU ⊆ G. Compactness of G implies that G is
bounded and thus L is continuous. We define T ∶ `2 → E such that, for every y ∈ `2,

T (y) ∶= x +
1

2
Ly + ∑

n∈N
2−n−1wn = x + ∑

n∈N
2−n (

yn + 1

2
)wn.

Since yn+1
2 ∈ [0,1] for every y ∈ U and n ∈ N, we have T (U) ⊆ x +K. We let µ be a

non-degenerate Gaussian measure on `2. By the result of the previous step, we have
that µ attributes a positive mass to U . We denote ν ∶= µ ○ T−1. Since T is affine and
continuous, the measure ν is a Gaussian measure on E (with a mean in E); and since
T (U) ⊆ x+K, it attributes a positive mass to x+K. To see that it is non-degenerate, let
e∗ ∈ E∗ be non-zero. For every y ∈ `2, we have

⟨e∗, T (y)⟩E = ⟨z, y⟩`2 + c,

where

z = (2−n−1
⟨e∗,wn⟩E)n∈N and c = ⟨e∗, x + ∑

n∈N
2−n−1wn⟩

E

.

Recall that the linear span of (wn)n∈N is dense in E. If z was zero, then by linearity
and continuity of e∗, we would deduce that e∗ is zero as well, which is excluded. Since
ν ○ (e∗)−1 is a translation of the measure µ ○ z−1, and µ is non-degenerate, we conclude
that ν is non-degenerate as well. To sum up, we have found a non-degenerate Gaussian
measure ν such that ν(x +K) > 0, so the set x +K is not a Gaussian null set. �

The next theorem is a special case of [88, Theorem 6]. This result is itself based on
[5, Theorem II.2.1], which shows a similar result using another notion of thin sets now
called “Aronszajn null sets”, and the main contribution of [88] is to show that these sets
are Gaussian null sets. We also refer to [21, Theorem 6.42 and Proposition 6.27] for a
recent monograph presentation of this result.

Theorem 2.6 (Differentiability of Lipschitz functions [5, 88]). If a function g ∶ E → R is
Lipschitz continuous, then it is Gateaux differentiable outside of a Gaussian null subset
of E.

We now specialize this result to the sets E and G of interest to us, namely E =

L2([0, 1];SD) and G = Q2. We recall that the Q2 is the intersection of the set Q defined
in (1.4) with L2([0,1];SD). For every p ∈ [1,∞], we use the shorthand notation Lp ∶=
Lp([0, 1];SD). We also recall that the set Q↑ is defined in the sentence containing (1.18).
We observe that the set Q↑ ∩ L

∞ is dense in Q2. Indeed, denoting by SD++ the set of
positive definite matrices, we have that

{u↦ cu Id +
K

∑
k=0

qk1[ k
K+1

, k+1
K+1

) ∣ c > 0, q0, . . . , qK ∈ SD++} ,
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is dense in Q2 and is a subset of Q↑ ∩L
∞.

Proposition 2.7. If g ∶ Q2 → R is Lipschitz continuous, then there exists a Gaussian null
set N of L2 such that g is Gateaux differentiable on Q2 ∖N . Moreover, (Q↑ ∩L

∞) ∖N

is dense in Q2.

Similarly, if g ∶ R+ ×Q2 → R is Lipschitz continuous (in its two variables), then there
exists a Gaussian null set N of R ×L2 such that g is Gateaux differentiable jointly in its
two variables on (R+ ×Q2) ∖N . Moreover, (R+ × (Q↑ ∩L

∞)) ∖N is dense in R+ ×Q2.

Proof. We only prove the first part of the proposition, since the second part is obtained
similarly. We decompose the proof into two steps.

Step 1. We construct a Lipschitz extension g ∶ L2 → R to the Lipschitz function g ∶ Q2 → R.

We denote by P ∶ L2 → Q2 the orthogonal projection to Q2. By definition, for every
q ∈ L2, the point P (q) is the unique minimizer in Q2 of the mapping

{
Q2 → R
q′ ↦ ∣q − q′∣2L2 .

We refer to [37, Exercise 2.16 and solution] for a justification that the mapping P is
well-defined, based on the fact that Q2 is a closed and convex subset of L2. It is also
shown there using the convexity of Q2 that, for every q ∈ L2 and p ∈ Q2, we have

(2.3) ⟨q − P (q), p − P (q)⟩L2 ⩽ 0.

We show that, for every q, q′ ∈ L2,

(2.4) ∣P (q′) − P (q)∣L2 ⩽ ∣q′ − q∣L2 .

For every q, q′ ∈ L2, we use the identity (2.3) with p substituted with P (q′), and similarly
with q and q′ interchanged, to get that

⟨q − P (q), P (q′) − P (q)⟩
L2 ⩽ 0 ⩽ ⟨q′ − P (q′), P (q′) − P (q)⟩

L2 .

Rearranging and using the Cauchy–Schwarz inequality, this yields that

∣P (q′) − P (q)∣2L2 ⩽ ⟨q′ − q,P (q′) − P (q)⟩
L2 ⩽ ∣q′ − q∣L2 ∣P (q′) − P (q)∣L2 .

This shows (2.4). To construct the extension of g to L2, we set, for every q ∈ Q2,

g(q) ∶= g(P (q)).

Since P is the identity on Q2, the function g is indeed an extension of the function g.
In view of (2.4) and of the fact that g is Lipschitz, the function g is also Lipschitz, as
desired.

Step 2. We let g ∶ L2 → R be a Lipschitz extension of g as given by the previous
step. By Theorem 2.6, there exists a Gaussian null set N ⊆ L2 such that g is Gateaux
differentiable on L2 ∖N . Letting x ∈ Q2 ∖N , we verify that g is Gateaux differentiable
at x. Let y∗ ∈ (L2)∗ ≃ L2 denote the Gateaux derivative of g at x. The limit g′(x, e)
in (2.2) exists for every e ∈ Adm(Q2, x), and it is equal to ⟨y∗, e⟩L2 . One can check that
the orthogonal of Q2 in L2 is trivial, so the closed linear span of Q2 is L2. Moreover, we
clearly have Q2 ⊆ Adm(Q2, x), so there can be only one y∗ such that g′(x, e) = ⟨y∗, e⟩L2

for every e ∈ Adm(Q2, x). This shows that g is Gateaux differentiable at x ∈ Q2 ∖N .

We next show that (Q↑ ∩L
∞) ∖N must be dense in Q2. Notice that the set

W ∶= {q ∈ Q ∶ q(0) = 0 and ∀u ⩽ v ∈ [0,1), q(v) − q(u) ⩽ (v − u)Id}

has dense linear span in L2. Let (wn)n∈N be a sequence in W whose linear span is dense
in L2. We can rescale wn to ensure that ∣wn∣L2 ⩽ 1 and limn→∞ ∣wn∣L2 = 0. Let K be as
given in Lemma 2.5. We fix any x ∈ Q↑ ∩ L

∞ and any ε > 0. By Lemma 2.5, we have
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that x + εK is not a Gaussian null set, which implies that (x + εK) /⊆ N . Hence, there is
y ∈ (x + εK) ∖N such that g is Gateaux differentiable at y.

To complete the argument, we show that x + εK ⊆ Q↑ ∩ L
∞. Let κ ∈ K and let c be

the constant in (1.18) for x. We write x′ ∶= x + εκ and we clearly have x′(0) = 0. Fix any
0 ⩽ u ⩽ v ⩽ 1. We have x′(v)− x′(u) ⩾ x(v)− x(u) ⩾ c(v − u)Id. Let λmax and λmin be the
largest and the smallest eigenvalue of x(v) − x(u), respectively. Note that λmin ⩾ c(v − u)
and that the eigenvalues of κ(v) − κ(u) lie in [0, v − u]. So, we get

Ellipt(x′(v) − x′(u)) ⩽
λmax + ε(v − u)

λmin + 0
=
λmax

λmin
+
ε(v − u)

λmin
⩽ c−1

+
ε

c
.

So, we conclude that x′ ∈ Q↑, and we clearly also have that x′ ∈ L∞. Therefore, we have
verified x + εK ⊆ Q↑ ∩L

∞.

Hence, y ∈ (Q↑ ∩L
∞)∖N . Since ∣y − x∣L2 ⩽ ε and ε > 0 was arbitrary, we conclude that

(Q↑ ∩L
∞) ∖N is dense in Q↑ ∩L

∞ and thus also in Q2. �

3. Definition and regularity properties of the free energy

In this section, we define the free energy FN(t, q) for arbitrary choices of the path q ∈ Q1.
When the path q is constant equal to h ∈ SD+ , we have already displayed the definition of
the free energy in (1.5). Here we will first extend this definition to piecewise-constant
q ∈ Q. One can then verify that the free energy is L1-Lipschitz continuous in q, and
this therefore defines the free energy FN(t, q) for arbitrary choices of q ∈ Q1 by density.
Another consequence of this Lipschitz continuity property is that the sequence of functions
(FN)N∈N is precompact. We also show that the free energy is locally semi-concave. This
property will be used later to assert the convergence of the derivatives of FN at any point
of differentiability of the limit.

We start by defining the free energy FN(t, q) for piecewise-constant q ∈ Q. When q
is constant equal to h ∈ SD+ , we had introduced in (1.5) the external random magnetic

field
√

2hz acting on the spin configuration σ, where z takes values in RD×N and has
independent standard Gaussian entries. We will here replace this random magnetic field
by a richer object that, in the language of physics, has a finite number of replica-symmetry
breaks. Precisely, for each choice of integer K ∈ N (the number of replica-symmetry
breaks) and parameters (qk)0⩽k⩽K ⊆ SD+ and (ζk)1⩽k⩽K ⊆ [0,1] satisfying the constraints

(3.1) 0 = q−1 ⩽ q0 < q1 < ⋯ < qK

and

(3.2) 0 = ζ0 < ζ1 < ⋯ < ζK < ζK+1 = 1,

we aim to make sense of FN(t, q) where q is given by

(3.3) q =
K

∑
k=0

qk1[ζk,ζk+1).

In (3.1) and throughout the paper, whenever a, b ∈ SD, we write a < b to mean that
b − a ∈ SD+ and a ≠ b. The construction involves the notion of Poisson–Dirichlet cascades,
which we now introduce briefly. We let A denote the infinite-ary tree of depth K, which
we encode as

A ∶= N0
∪N1

∪⋯ ∪NK ,(3.4)

with the understanding that N0 = {∅}. We understand that ∅ is the root of the tree A,
and that for each k ∈ {0, . . . ,K − 1} and α = (n1, . . . , nk) ∈ Nk, the children of α are all
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the nodes

αn ∶= (n1, . . . , nk, n) ∈ Nk+1,

where n ranges in N. For every α = (n1, . . . , nk) ∈ A, we denote its depth by ∣α∣ ∶= k, and
for every ` ⩽ k, we write

α∣` ∶= (n1, . . . , n`)

to denote the ancestor of α at depth `. For any two leaves α,β ∈ NK , we write

(3.5) α ∧ β ∶= max{k ⩽K ∣ α∣k = β∣k}

to denote the depth of the most recent common ancestor to α and β. The Poisson–
Dirichlet cascade (also called Ruelle probability cascade after [92]) with parameters
(ζk)1⩽k⩽K is a random probability measure on the leaves NK , whose weights we denote
by (vα)α∈NK ; in particular, vα ⩾ 0 and ∑α∈NK vα = 1. Briefly, this probability measure is
constructed as follows (more details can be found in [77, Section 2.3] or [37, Section 5.6]).
With each non-leaf vertex α at depth k ⩽K − 1, we attach an independent Poisson point
process on R+ with intensity measure x−1−ζk+1 dx. This Poisson point process can be
ordered decreasingly, say uα1 ⩾ uα2 ⩾ ⋯, and we attribute the weight uαn to the child
vertex αn. This attributes a weight to each vertex except the root. Finally, for each
leaf vertex α ∈ NK , we compute the product of all the weights attached to the nodes
from the root to the leaf vertex α, excluding the root, and we denote the result by wα,
that is, wα ∶=∏

K
k=1 uα∣k . The family (vα)α∈NK is then obtained by normalizing the family

(wα)α∈NK into a probability measure, that is, vα ∶= wα/∑β wβ . We construct this object
independently of (HN(σ))σ∈RD×N .

In order to define the random magnetic field, we also give ourselves (zβ)β∈A a collection

of independent standard RD×N -valued Gaussian vectors, independent of the Gaussian
field (HN(σ)) and the cascade (vα). For every α ∈ NK , we set

wq(α) ∶=
K

∑
k=0

(qk − qk−1)
1/2zα

∣k
.(3.6)

The random variable wq(α) takes values in RD×N . For every α,α′ ∈ NK , we have

Ewq(α)wq(α′)⊺ = Nqα∧α′ .

Recalling the definition of the piecewise-constant path q in (3.3), we define

(3.7) FN(t, q) ∶= −
1

N
E log∫ ∑

α∈NK

exp (Hdisc
N (t, q, σ,α)) vα dPN(σ),

where

Hdisc
N (t, q, σ,α) ∶=

√
2tHN(σ) − tNξ (

σσ⊺

N
) +

√
2wq ⋅ σ − σ ⋅ qKσ.

We denote by ⟨⋅⟩ the associated Gibbs measure, and by (σ,α) the canonical random
variable. That is, for every bounded measurable f ∶ RN ×NK → R,

(3.8) ⟨f(σ,α)⟩ ∶=
∫ ∑α∈NK f(σ,α) exp (Hdisc

N (t, q, σ,α))vα dPN(σ)

∫ ∑α∈NK exp (Hdisc
N (t, q, σ,α))vα dPN(σ)

.

We denote by ((σ`, α`))`∈N independent copies of (σ,α) under ⟨⋅⟩, also called replicas.
We may also write (σ′, α′), (σ′′, α′′) for independent copies of (σ,α) in calculations in
which only two or three such copies suffice. As is classical and will be explained in more
details below (or see [37, (6.60)]), one can show that for every k ∈ {0, . . . ,K},

(3.9) E ⟨1{α∧α′=k}⟩ = ζk+1 − ζk.
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Using this, one can show the following Lipschitz continuity property of FN as a function
of the path q.

Proposition 3.1 (Lipschitz continuity of FN ). For every t, t′ ⩾ 0 and every piecewise-
constant q, q′ ∈ Q, we have

∣FN(t, q) − FN(t′, q′)∣ ⩽ ∣q − q′∣
L1 + ∣t − t′∣ sup

∣a∣⩽1
∣ξ(a)∣.(3.10)

As a consequence, the free energy FN admits a unique extension to R+×Q1 satisfying (3.10)
for every t, t′ ⩾ 0 and q, q′ ∈ Q1.

In (3.10) and throughout, for every p ∈ [1,∞], we use the notation

∣q − q′∣Lp ∶= (∫

1

0
∣q − q′∣p)

1/p
,

with the usual understanding as an essential supremum when p =∞. We also often use
the shorthand Lp ∶= Lp([0,1];SD), and we recall that Qp ∶= Q ∩Lp.

Proof of Proposition 3.1. The Lipschitz continuity in q is in [71, Proposition 3.1]; see also
[37, Proposition 6.3] for a proof when D = 1 using similar notation as here. Besides the
verification of (3.9), the main step of the proof is to show that if we allow for repetitions
in the sequence (qk)0⩽k⩽K , replacing the strict inequalities “<” in (3.1) by “⩽”, and follow
along with the exact same construction of FN , then we end up with the same quantity as
if we had removed the repetitions in the sequence (qk)0⩽k⩽K (and thereby reduced the
value of K and removed some “unused” ζk’s in the representation (3.3)) to begin with.

For the Lipschitz continuity in t, we use the Gaussian integration by parts in [37,
Theorem 4.6], to write, for every t ⩾ 0 and piecewise-constant q ∈ Q,

(3.11) ∂tFN(t, q) = −
1

N
E ⟨

1
√

2t
HN(σ) −Nξ (

σσ⊺

N
)⟩ = E ⟨ξ (

σσ′⊺

N
)⟩ .

By the assumption (1.25) on the support of P1 and the Cauchy–Schwarz inequality, we
have for every σ in the support of PN that

(3.12) ∣σσ⊺∣2 = σσ⊺ ⋅ σσ⊺ = ∣σ⊺σ∣2 =
N

∑
i,j=1

(
D

∑
d=1

σd,iσd,j)

2

⩽ N2.

In particular, we have that

∣∂tFN(t, q)∣ ⩽ sup
∣a∣⩽1

∣ξ(a)∣,

so the proof is complete. �

We also recall the following observation justifying the identity in (1.6).

Proposition 3.2 (Initial condition). For every N ∈ N and q ∈ Q1, we have

(3.13) FN(0, q) = F 1(0, q).

Proof. The proof of this result is based on the fact that we chose PN to be a product
measure, PN = P⊗N

1 . By the Lipschitz property in Proposition 3.1, it suffices to show
the identity (3.13) for piecewise-constant q. The proof is then classical, for D = 1 it can
be found in the first part of [37, Lemma 6.4] using similar notation as here, and the
argument applies verbatim to arbitrary D. �
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Given two metric spaces X and Y, we say that a sequence (gn)n∈N of functions
gn ∶ X → Y converges locally uniformly to some g ∶ X → Y, if (gn)n∈N converges to g
uniformly on every metric ball of X . By combining Propositions 3.1 and 3.2, we can
verify that the sequence FN is precompact.

Proposition 3.3 (Precompactness of (FN)
N∈N). For every p ∈ (1,+∞], the sequence

(FN)N∈N is precompact for the topology of local uniform convergence in R+ ×Qp.

The proof of this proposition relies on the following lemma, which states that for every
r < p ∈ [1,+∞], the embedding Qr ⊆ Qp is compact.

Lemma 3.4 (Compact Qp embeddings). Let r ∈ (1,+∞], and let (q(n))
n∈N be a sequence

of paths in Q such that

(3.14) sup
n∈N

∣q(n)∣
Lr

< +∞.

There exist a subsequence (q(nk))
k∈N from (q(n))

n∈N and a path q ∈ Qr such that for every

p ∈ [1,+∞) with p < r, the subsequence (q(nk))
k∈N converges almost everywhere and in Lp

to q.

Proof. Let M < +∞ denote the supremum in (3.14). Since the path q(n) is increasing, we
use Jensen’s inequality to write, for every u < 1,

∣q(n)(u)∣ ⩽
1

1 − u
∫

1

u
∣q(n)(t)∣ dt ⩽

1

1 − u
∣q(n)∣

L1
⩽

1

1 − u
∣q(n)∣

Lr
⩽

M

1 − u
.

By a diagonal extraction argument, we can therefore extract a subsequence from (q(n))n∈N
that converges pointwise at every rational number in [0,1); for every u ∈ [0,1) ∩Q, we

denote by q(∞)(u) this limit. For every u ∈ [0,1), we set

q(u) ∶= lim
t∈Q
t↘u

q(∞)
(u).

Since q(∞) is increasing, this limit is well-defined. By construction, the path q belongs to
Q, and whenever u < 1 is a point of continuity of q, we must have that q(n)(u) converges to
q(u) along the subsequence. In particular, Fatou’s lemma ensures that q ∈ Qr. Moreover,

by the dominated convergence theorem, the convergence of q(n) to q along the subsequence
is valid in Lp([0, u];SD) for every u < 1 and p < +∞. So it suffices to verify that, for each
p < r,

(3.15) lim
u↗1

sup
n∈N

∫

1

u
∣q(n)(t)∣

p
dt = 0.

By Jensen’s inequality, we have

(
1

1 − u
∫

1

u
∣q(n)(t)∣

p
dt)

1/p
⩽ (

1

1 − u
∫

1

u
∣q(n)(t)∣

r
dt)

1/r
⩽

M

(1 − u)1/r .

The right-hand side is understood as M when r = +∞. The inequality above implies (3.15)
and therefore completes the proof. �

Proof of Proposition 3.3. We fix p ∈ (1,+∞]. In view of Propositions 3.1 and 3.2, it
suffices to show that the intersection of any Lp ball with the set Q is compact in L1, by
the Arzelà-Ascoli theorem. This follows from Lemma 3.4. �
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Proposition 3.3 implies that if there exists a subsequence along which FN converges
pointwise to some limit, then the convergence in fact holds locally uniformly in R+ ×Qp
for every p > 1.

Our next result records a monotonicity property of the mapping q ↦ FN(t, q). One
way to think of this result is to say that the derivative ∂qFN(t, q, ⋅) always belongs to Q2.
Since we would like to use common language also concerning possible limits of f , which
are not necessarily differentiable everywhere, we prefer to phrase it as a monotonicity
property per se, using the notion of dual cones. We denote by Q∗2 the cone dual to Q2,
which is defined by

Q
∗
2 ∶= {κ ∈ L2

∣ ∀q ∈ Q2, ⟨κ, q⟩L2 ⩾ 0} .

The following result can be found in [29, Lemma 3.4 (2)]. We also give a proof here for
the reader’s convenience.

Lemma 3.5. We have

(3.16) Q
∗
2 = {κ ∈ L2

∣ ∀t ∈ [0,1), ∫
1

t
κ(s)ds ∈ SD+ } .

Proof. We start by recalling, e.g. from [66, Lemma 2.2], that for every a ∈ SD, we have
the equivalence

(3.17) a ∈ SD+ ⇐⇒ ∀b ∈ SD+ , a ⋅ b ⩾ 0.

(In other words, the cone SD+ is self-dual.) We denote by K the set on the right side
of (3.16). Let κ ∈K and q ∈ Q2 be a continuously differentiable path, whose derivative
we denote by q̇. Integrating by parts, we see that

⟨κ, q⟩L2 = ∫

1

0
κ(u) ⋅ q(u)du(3.18)

= q(0) ⋅ ∫
1

0
κ(u)du + ∫

1

0
κ(u) ⋅ ∫

u

0
q̇(t)dtdu

= q(0) ⋅ ∫
1

0
κ(u)du + ∫

1

0
q̇(t) ⋅ ∫

1

t
κ(u)dudt.

Using that q is increasing and (3.17), we see that q̇ must take values in SD+ . Since we
also have q(0) ∈ SD+ , we conclude that ⟨κ, q⟩L2 ⩾ 0. Arguing by approximation, this result
can be extended to every q ∈ Q2. We have thus shown that K ⊆ Q∗2 .

Conversely, let κ ∈ Q∗2 . For every continuous path q̇ ∈ C([0,1];SD+ ), the path defined
for every u ∈ [0,1] by

q(u) ∶= ∫
u

0
q̇(t)dt

belongs to Q2, and the notation q̇ is consistent. We conclude from the calculation in (3.18)
that

∫

1

0
q̇(t) ⋅ ∫

1

t
κ(u)dudt ⩾ 0.

Using that this property holds for every choice of q̇ ∈ C([0,1];SD+ ), that the mapping

t↦ ∫
1
t κ(u)du is continuous, and the characterization in (3.17), we conclude that κ ∈K,

thereby finishing the proof. �

For every subset G of L2 and function g ∶ G→ R, we say that g is Q∗2-increasing if for
every q, q′ ∈ G, we have

q − q′ ∈ Q∗2 Ô⇒ g(q) ⩾ g(q′).(3.19)

The following result is a rephrasing of [71, Proposition 3.8].
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Proposition 3.6. For every t ⩾ 0 and N ∈ N, the mapping FN(t, ⋅) is Q∗2-increasing.

It will be very useful for our purposes to notice that the free energy FN is locally
semi-concave as a function of q. We first obtain a local semi-concavity property for
regularly-spaced piecewise-constant paths, and then also derive a version that concerns
sufficiently regular continuous paths. We recall that, for every a ∈ SD+ , we denote by
Ellipt(a) the ratio between the largest and the smallest eigenvalues of a.

Proposition 3.7 (Semi-concavity of FN for piecewise-constant paths). There exists a
constant C < +∞ depending only on D and ξ such that the following holds. Let (ζk)1⩽k⩽K
be as in (3.2), let t, t′ ⩾ 0, 0 = q−1 ⩽ q0 < ⋯ < qK ∈ SD+ , and 0 = q′−1 ⩽ q

′
0 < ⋯ < q′K ∈ SD+ , and

set

(3.20) q ∶=
K

∑
k=0

qk1[ζk,ζk+1) and q′ ∶=
K

∑
k=0

q′k1[ζk,ζk+1).

Letting c ∈ (0,1] be such that t, t′ ⩾ c and

(3.21) ∀k ∈ {0, . . . ,K},
c

K + 1
Id ⩽ qk − qk−1 and Ellipt(qk − qk−1) ⩽ c

−1,

and similarly with q replaced by q′ in (3.21), we have, for every λ ∈ [0,1],

(3.22) (1 − λ)FN(t, q) + λFN(t′, q′) − FN((1 − λ)(t, q) + λ(t′, q′))

⩽ Cλ(1 − λ)c−2
((t − t′)2

+ (K + 1)
K

∑
k=0

∣(qk − qk−1) − (q′k − q
′
k−1)∣

2
) .

Proof. We start with a preliminary step.

Step 0. Recall that we denote by SD++ the set of D-by-D positive definite matrices. For
every h ∈ SD++ and a ∈ SD, we set

D√
h(a) ∶= lim

ε→0
ε−1

(
√
h + εa −

√
h) ,

as well as

D2√
h
(a) = lim

ε→0
ε−1 (D√

h+εa(a) −D√
h(a)) .

We denote by λmin(h) the smallest eigenvalue of h. In this step, we show that

∣D√
h(a)∣ ⩽

1

2
∣a∣λmin(h)

− 1
2(3.23)

and

∣D2√
h
(a)∣ ⩽

1

4
∣a∣2λmin(h)

− 3
2 .(3.24)

For two matrices b, b′ ∈ RD×D, we write b⊛ b′ = 1
2(bb

′ + b′b) for the symmetrized matrix

multiplication. Writing h + εa = (
√
h + εD√

h(a) + o(ε))
2

and expanding the square, we
see that

2
√
h⊛D√

h(a) = a(3.25)

Let λ = diag(λ1, . . . , λD) and o be an orthogonal matrix such that h = oλo⊺. We have√
h = o

√
λo⊺, where

√
λ = diag(

√
λ1, . . . ,

√
λD). Writing D′ ∶= o⊺D√

h(a)o and a′ ∶= o⊺ao,

we get from (3.25) that for every d, d′ ∈ {1, . . .D},

D′
d,d′ (

√
λd +

√
λd′) = a

′
d,d′ .
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This implies that

∣D√
h(a)∣ = ∣D′

∣ ⩽
1

2
∣a′∣ max

d⩽D
λ
−1/2
d =

1

2
∣a∣λmin(h)

− 1
2 ,

as announced in (3.23).

Turning to (3.24), we start with (3.25) applied to h + εa:

2
√
h + εa⊛D√

h+εa(a) = a.

By the definitions of the derivatives, this means that, as ε tends to zero,

2 (
√
h + εD√

h(a) + o(ε))⊛ (D√
h(a) + εD

2√
h
(a) + o(ε)) = a

Using (3.25) to cancel out terms and sending ε to zero, we get

√
h⊛D2√

h
(a) = − (D√

h(a))
2
.

Using the same diagonalization argument as for (3.23) yields that

∣D2√
h
(a)∣ ⩽ ∣(D√

h(a))
2
∣λmin(h)

− 1
2 .(3.26)

Observing also that, for every matrix b ∈ SD with eigenvalues λ1, . . . , λD,

∣b2∣
2
=

D

∑
d=1

λ4
d ⩽ (max

d⩽D
λ2
d)

D

∑
d=1

λ2
d ⩽ (

D

∑
d=1

λ2
d)

2

= ∣b∣4,

we obtain (3.24) from (3.23) and (3.26).

Now that this preliminary step is complete, we turn to the proof of Proposition 3.7 per
se, which will be decomposed into two steps. For notational clarity we will only show the
semi-concavity property in (3.22) in the special case of t = t′, but it will be clear from the
proof that the argument also covers the general case. To lighten notation, we therefore
fix t ⩾ 0 from now on.

Step 1. For every s ⩾ 0 and y = (y0, . . . , yK) ∈ (SD+ )K+1, we define

H̃s,y
N (σ,α) =

√
2sHN(σ) − s2Nξ (

σσ⊺

N
) +

√
2
K

∑
k=0

ykzα∣k ⋅ σ −
K

∑
k=0

y2
k ⋅ σσ

⊺,

GN(s, y) = −
1

N
E log∫ ∑

α∈NK

exp (H̃s,y
N (σ,α)) vα dPN(σ).

Notice that, with notation as in (3.1)-(3.3), we have

(3.27) FN(t, q) = GN(
√
t, (

√
qk − qk−1)0⩽k⩽K).

As already mentioned, we will keep t fixed in this proof for notational clarity, but the
required modifications for the general case should be clear. We therefore fix s =

√
t from

now on and suppress it from the notation, simply writing GN(y) in place of GN(
√
t, y).

In this step, we show that the Hessian of GN is uniformly bounded from above. With
the notation y = (y0, . . . , yK) ∈ (SD+ )K+1, we denote by ∂ykGN(y) the derivative with

respect to the k-th coordinate of y. This derivative is an element of SD. In this proof, it

is at times convenient to think of each coordinate yk of y simply as a
D(D+1)

2 -dimensional

vector, so that we can view ∂yk∂ylGN(y) as a
D(D+1)

2 -by-
D(D+1)

2 matrix, and we can for
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instance write the Taylor expansion, as y′ = (y′0, . . . , y
′
K) ∈ (SD+ )K+1 tends to y ∈ (SD+ )K+1,

GN(y′) = GN(y) +
K

∑
k=0

(y′k − yk) ⋅ ∂ykGN(y)

+
1

2

K

∑
k,l=0

(y′k − yk) ⋅ ∂yk∂ylGN(y)(y′l − yl) + o(∣y − y
′
∣
2
).

Notice that our definitions of scalar products are consistent regardless of whether we

regard yk as a matrix or as a
D(D+1)

2 -dimensional vector. We also abbreviate the expansion
above as

GN(y′) = GN(y) + (y′ − y) ⋅ ∇GN(y) +
1

2
(y′ − y) ⋅ ∇2GN(y)(y′ − y) + o(∣y − y′∣2).

With this notation in place, the goal of this step is to show that, for every k ∈ {0, . . . ,K},
we have

∣∂ykGN(y)∣ ⩽ 2∣yk∣,(3.28)

and that for every a ∈ (SD)K+1,

a ⋅ ∇2GN(y)a ⩽ 2∣a∣2.(3.29)

We start with the first-order derivative of GN . For every k ∈ {0, . . . ,K} and a ∈ SD+ , using
the Gaussian integration by parts in [37, Theorem 4.6], we can compute

a ⋅ ∂ykGN(y) =
d

dε
GN(y1, . . . , yk−1, yk + εa, yk+1, . . . , yK)∣

ε=0

= −
1

N
E ⟨

√
2azα

∣k
⋅ σ − 2ayk ⋅ σσ

⊺
⟩ =

2

N
E ⟨ayk ⋅ σσ

′⊺1{α
∣k=α′∣k}

⟩ .

By the Cauchy–Schwarz inequality and (3.12), we have

∣σσ′⊺∣2 = σσ′⊺ ⋅ σσ′⊺ = σ⊺σ ⋅ σ′⊺σ′ ⩽ ∣σ⊺σ∣ ∣σ′⊺σ′∣ ⩽ N2.(3.30)

Combining the last two displays yields that

∣a ⋅ ∂ykGN(y)∣ ⩽ 2∣a∣ ∣yk∣,

which is (3.28).

Turning to the proof of (3.29), we first observe that, for every a, b ∈ RD×D and λ ∈ R,

(1 − λ)a2
+ λb2 = ((1 − λ)a + λb)2

+ λ(1 − λ)(a − b)2.

Using this and Hölder’s inequality, we obtain that, for every y, y′ ∈ (SD)K+1 and λ ∈ [0, 1],

(1 − λ)GN(y) + λGN(y′) = −
1

N
E log(⋯)

1−λ
(⋯)

λ

⩽ −
1

N
E log∫ ∑

α∈NK

exp ((1 − λ)H̃s,y
N (σ,α) + λH̃s,y′

N (σ,α)) vα dPN(σ)

= −
1

N
E log∫ ∑

α∈NK

exp (H̃
s,(1−λ)y+λy′
N (σ,α) + r) vα dPN(σ)

where

r ∶= −λ(1 − λ)
K

∑
k=0

(yk − y
′
k)

2
⋅ σσ⊺ ⩾ −λ(1 − λ)N ∣y − y′∣

2
,

using also (3.12) in the last inequality. We thus deduce that

(1 − λ)GN (y) + λGN (y′) ⩽ GN ((1 − λ)y + λy′) + λ(1 − λ) ∣y − y′∣
2
.
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Substituting y + εa for y′ in the above display, setting λ to be 1
2 , and then sending ε to

zero, we obtain (3.29).

Step 2. In this step, we change variables and use the results of the previous step to
bound the second derivatives in the qk’s of FN . For every x ∈ (SD+ )K+1, we write
√
x ∶= (

√
xk)1⩽k⩽K and set G̃N(x) ∶= GN (

√
x). For every x ∈ (SD++)

K+1 and a ∈ (SD)K+1,

we have

d

dε
G̃N(x + εa) =

K

∑
k=0

D√
xk+εak(ak) ⋅ ∂ykGN(

√
x + εa),

and thus

a ⋅ ∇2G̃N(x)a =
d2

dε2
G̃N(x + εa)∣

ε=0

=
K

∑
k,l=0

D√
xk(ak) ⋅ ∂yk∂ylGN (

√
x)D√

xl(al) +
K

∑
k=0

D2√
xk

(ak) ⋅ ∂ykGN (
√
x) .

Applying the estimates (3.28) and (3.29), and then (3.23) and (3.24), we get

a ⋅ ∇2G̃N(x)a ⩽ 2
K

∑
k=0

∣D√
xk(ak)∣

2
+ 2

K

∑
k=0

∣D2√
xk

(ak)∣ ∣
√
xk∣

⩽
1

2

K

∑
k=0

∣ak∣
2λmin(xk)

−1
+

1

2

K

∑
k=0

∣ak∣
2λmin(xk)

− 3
2 ∣
√
xk∣.

Notice that

∣
√
xk∣

2
⩽DEllipt(xk)λmin(xk).

In particular, for every x ∈ (SD+ )K+1 satisfying

(3.31) for every k ∈ {0, . . . ,K},
c

K + 1
Id ⩽ xk and Ellipt(xk) ⩽ c

−1,

we have that, for some constant C < +∞ depending only on D,

a ⋅ ∇2G̃N(x)a ⩽ C(K + 1)c−2
∣a∣2.

For every x,x′ ∈ (SD+ )K+1 with x satisfying (3.31) and x′ satisfying these same bounds
as x displayed in (3.31), we therefore have that, for every λ ∈ [0,1],

(1 − λ)G̃N(x) + λG̃N (x′) ⩽ G̃N ((1 − λ)x + λx′) +Cλ(1 − λ)c−2
(K + 1)∣x − x′∣2.

We now recall from (3.27) that for 0 = q−1 < q0 < ⋯ < qK , and for q as in (3.20), we have

that FN(t, q) = G̃N((qk − qk−1)0⩽k⩽K). For q, q′ as in the assumptions of the theorem, a
change of variables in the previous display therefore yields the desired result. �

We now extend this semi-concavity result to the case of continuous paths. For every
c > 0, we write

(3.32) Q↑,c ∶= {q ∈ Q2 ∣ q(0) = 0 and ∀u ⩽ v ∈ [0,1), q(v) − q(u) ⩾ c(v − u)Id

and Ellipt(q(v) − q(u)) ⩽ c−1}.

We observe that ⋃c>0Q↑,c = Q↑, where we recall that Q↑ was introduced in the sentence
containing (1.18). For every path q ∈ Q, we denote by q̇ its distributional derivative.
Whenever this distributional derivative can be represented as an element of L2, we write
that q̇ ∈ L2.
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Proposition 3.8 (semi-concavity of FN for continuous paths). There exists a constant
C < +∞ such that, for every N ∈ N, c > 0, t, t′ ⩾ c, q, q′ ∈ Q↑,c with q̇ − q̇′ ∈ L2, and
λ ∈ [0,1],

(3.33) (1 − λ)FN(t, q) + λFN(t′, q′) − FN((1 − λ)(t, q) + λ(t′, q′))

⩽ Cλ(1 − λ)c−2
((t − t′)2

+ ∣q̇ − q̇′∣
2

L2) .

Proof. By a density argument and Proposition 3.1, it suffices to show the result for
smooth paths q, q′. We therefore choose two paths q, q′ in Q↑,c ∩C

∞([0,1];SD), and for
each K ∈ N and k ∈ {0, . . . ,K}, we set

qk ∶= q (
k

K + 1
) ,

as well as the piecewise-constant path qK ∈ Q defined by

qK ∶=
K

∑
k=0

qk1[ k
K+1

, k+1
K+1

).

We do the same construction for the path q′, obtaining a family of parameters (q′k)0⩽k⩽K
and a path q′K . As always, we set q−1 = q

′
−1 = 0. An application of Proposition 3.7 yields

(3.34) (1 − λ)FN (t, qK) + λFN (t′, q′K) − FN ((1 − λ) (t, qK) + λ (t′, q′K))

⩽ Cλ(1 − λ)c−2
((t − t′)2

+ (K + 1)
K

∑
k=0

∣(qk − qk−1) − (q′k − q
′
k−1)∣

2
) .

By Proposition 3.1, the left side of this inequality converges to the left side of (3.33).
Under our smoothness assumption on q, the difference

q̇ (
k

K + 1
) −

qk − qk−1

K + 1
= q̇ (

k

K + 1
) −

1

K + 1
(q (

k

K + 1
) − q (

k − 1

K + 1
))

converges to zero as K tends to infinity, uniformly over k ∈ {0, . . . ,K}. Since the same
goes for the path q′, we can replace the second term in the large parentheses on the right
side of (3.34) by

1

K + 1

K

∑
k=0

∣q̇ (
k

K + 1
) − q̇′ (

k

K + 1
)∣

2

,

up to an error that tends to zero as K tends to infinity. This is a Riemann-sum
approximation of the integral ∣q̇ − q̇′∣2L2 , so under our smoothness assumption on q and q′,
it converges to this integral as K tends to infinity. Recalling (3.34), we thus obtain the
desired result. �

In short, we think of Proposition 3.8 as stating that the function q ↦ FN(t, q) is locally
semi-concave with respect to the quadratic form q ↦ ∣q̇∣2L2 . One of the useful consequences

of this fact for our purposes is that if FN converges to some limit f , and if q ∈ Q↑ is a

point of differentiability of f(t, ⋅), then the q-derivative of FN at (t, q) must converge to
the q-derivative of f at (t, q). We postpone a precise statement to this effect to Section 5.

4. Continuous cascades and overlap approximations

Recall that in Section 3, we defined the free energy FN(t, q) for piecewise-constant
paths q, and then extended this function to all q ∈ Q1 by continuity. In this section, we
lay the groundwork that will allow us to give a direct definition of FN(t, q) for arbitrary
paths q. We also show some useful properties of the objects involved, and how to identify
them with the discrete objects introduced in Section 3 when the path q is piecewise
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constant. One of the advantages of the direct construction is that it allows us to also
directly manipulate the associated Gibbs measure for continuous paths q.

The basic object in this construction is a Poisson–Dirichlet cascade whose overlap is
uniformly distributed over the interval [0,1]. For the reader’s convenience, we briefly
review its construction here. Recall from the previous section that for each choice of the
parameters (ζk)1⩽k⩽K as in (3.2), we can build the associated Poisson–Dirichlet cascade
(vα)α∈NK , which encodes the weights of a random probability measure on NK . For
each realization of (vα)α∈NK , we construct independent random variables (α`)`⩾1 taking
values in NK that are sampled according to these weights. Choosing also real numbers
(qk)0⩽k⩽K satisfying (3.1), we then build the “overlap” array (qα`∧α`′ )`,`′⩾1, where we
recall the notation ∧ from (3.5). We have thus defined a mapping taking any piecewise-
constant path q ∈ L∞([0,1];R) of the form in (3.3) as input, and returning a random
array indexed by N × N (and in truth it is rather the law of this random array that
is unambiguously well-defined). If we take any sequence of piecewise-constant paths

q(n) that converges in L∞([0,1];R) to the identity map, then the sequence of resulting
overlap arrays converges in law in the sense of finite-dimensional distributions, by [37,
Corollary 5.32]. The law of the limit does not depend on the approximating sequence, and
we denote it by R = (R`,`′)`,`′⩾1. By the Dovbysh–Sudakov theorem in [77, Theorem 1.7],
this limit array can be represented as a “true” overlap array. That is, there exists a
separable Hilbert space H, whose scalar product we denote by ∧, and a random probability
measure R on the unit sphere of H, such that if (α`)`⩾1 denote independent random

variables sampled according to R, then the overlap array (α` ∧α`
′

)`,`′⩾1 has the same law

as the limit array R constructed above. In this statement, the law of (α` ∧ α`
′

)`,`′⩾1 is

understood after we average both over the sampling of the random variables (α`)`⩾1 and
over the randomness inherent to the random probability measure R itself.

We denote by ⟨⋅⟩R the expectation with respect to the sampling of the independent
variables (α`)`⩾1, defined for each fixed realization of R, and we denote by (Ω,P) the
probability space, with associated expectation E, corresponding to the sampling of R
itself. It will at times be convenient to denote explicitly that R is a random variable, and
we use the notation $ ↦R$ when we want to clarify that R is a mapping from Ω to the
space of probability measures on H.

By construction, the overlap α1 ∧ α2 is distributed uniformly over [0,1] under PR.
(Strictly speaking, we should rather write PR⊗N or PR⊗2 in place of PR, but we
allow ourselves this abuse of notation.) In particular, we have PR-almost surely that
α1 ∧ α2 ∈ [0,1]. Equivalently, denoting by U the (random) support of the measure R, we
have with P-probability one that for every α1, α2 ∈ U,

α1
∧ α2

⩾ 0.

As a direct consequence of the construction of R from discrete tree structures, we have
with PR-probability one that

(4.1) α1
∧ α3

⩾ min (α1
∧ α2, α2

∧ α3) .

Equivalently, this states that P-almost surely, the relation (4.1) holds for every α1, α2, α3

in U. Since U is a subset of the unit sphere of H, this property states that the set U is
ultrametric. Explicitly, this means that P-almost surely, we have for every α1, α2, α3 ∈ U
that

∣α1
− α3∣

H
⩽ max (∣α1

− α2∣
H
, ∣α2

− α3∣
H
) ,

where ∣ ⋅ ∣H denotes the norm in H. The set U is the continuous analogue of the leaves NK
of the tree A that appeared in the construction of the discrete cascades.
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To summarize, there exists a measurable subset Ω∗ of Ω with P(Ω∗) = 1 such that for
every $ ∈ Ω∗, we have that

(4.2)

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

U$ is a subset of the unit sphere in H,

∀α1, α2 ∈ U$, α1 ∧ α2 ⩾ 0,

∀α1, α2, α3 ∈ U$, α1 ∧ α3 ⩾ min(α1 ∧ α2, α2 ∧ α3).

Recall that in the construction of the free energy for piecewise-constant paths, we used
the random Gaussian field in (3.6). Once such a Gaussian field is constructed for N = 1,
it is easy to extend the construction to general N by using independent copies. Our next
goal is to construct an analogous object in the setting of continuous cascades. We recall
that we write Q∞ = Q ∩L∞. By monotonicity, for every q ∈ Q∞, the limit

(4.3) q(1) ∶= lim
u↗1

q(u) ∈ SD+

is well-defined. We always extend a path q ∈ Q∞ by continuity at 1 according to (4.3).
With this convention, every path q ∈ Q∞ is continuous at 1.

Proposition 4.1 (Construction of Gaussian cascade). We fix U = U$ such that (4.2)
holds, and let q ∈ Q∞. There exists an RD-valued centered Gaussian process (wq(α))α∈U
such that for every α,α′ ∈ U,

E [wq(α)wq(α′)⊺] = q(α ∧ α′).(4.4)

Moreover, if we display the randomness explicitly by writing ω ↦ wq(α,ω) for ω varying
in the underlying probability space Ω, then we can construct wq in such a way that the
mapping (α,ω)↦ wq(α,ω) is jointly measurable.

We understand that the set U is equipped with the Borel σ-algebra induced by the
norm topology of H.

Since we aim to prove Proposition 4.1 by appealing to the Kolmogorov extension
theorem, we need to construct such a process indexed by any finite subset of U and
verify the consistency condition. When D = 1, we thus need to show that for every n ∈ N
and α1, . . . , αn ∈ U, the matrix (q(αi ∧ αj))1⩽i,j⩽n is positive semi-definite. This can be
obtained by observing that the matrix (q(αi ∧ αj))1⩽i,j⩽n is ultrametric in the sense of
[33, Definition 3.2], and by quoting [33, Theorem 3.5] to conclude.

We can also give a direct proof, which is more in the spirit of the construction of the
Gaussian process itself and clearly applies for general D ∈ N. As a first step, we show
that any finite ultrametric set can be embedded into the leaves of a tree in a natural way.
This result is classical but we give a brief proof for the reader’s convenience.

Lemma 4.2. Let {α1, . . . , αn} be an ultrametric subset of the unit sphere in H. Let K ⩾ 0
be an integer and let real numbers

s0 < s1 < ⋅ ⋅ ⋅ < sK = 1

be such that {sk}
K
k=0 = {αi ∧ αj}1⩽i,j⩽n. There exists a rooted tree of depth K with leaves

{Λi}1⩽i⩽n such that for every i, j ∈ {1, . . . , n}, we have

αi ∧ αj = sΛi∧Λj ,(4.5)

where Λi ∧Λj denotes the depth of the most recent common ancestor to Λi and Λj.

Proof. We recall that for every i, j, l ∈ {1 . . . , n}, we have

(4.6) αi ∧ αl ⩾ min(αi ∧ αj , αj ∧ αl).
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For each k ∈ {0, . . . ,K} and i, j ∈ {1, . . . , n}, we write i ∼k j if and only if αi ∧ αj ⩾ sk.
By (4.6), the relation ∼k is an equivalence relation. We define the set of nodes at depth
k (of the tree we are going to construct) to be the set of equivalence classes of the
relation ∼k. For k = K, the equivalence classes are simply singletons since sK = 1, and
we write Λi ∶= {i}. By definition, for each k ⩾ 1, an equivalence class for the relation
∼k must be a subset of exactly one equivalence class for the relation ∼k−1. We draw an
edge between the equivalence classes at levels k and k − 1 whenever this occurs. This
construction results in a graph of depth K without loops. At level 0, there is only one
equivalence class since αi ∧ αj ⩾ s0 for every i, j ∈ {1, . . . , n}. So our graph is connected,
i.e. it is a tree, and we take this unique equivalence class at level 0 as the root of the tree.
For every i, j ∈ {1, . . . , n} and k ∈ {0, . . . ,K}, if αi ∧ αj = sk, then by definition i and j
belong to the same equivalence class for the relation ∼` if and only if ` ⩽ k. This implies
that Λi ∧Λj = k, and thus that the identity (4.5) holds. �

Proof of Proposition 4.1. We first show the existence of the Gaussian process (wq(α))α∈U.
With a view towards applying the Kolmogorov extension theorem, we verify that for
every n ∈ N and α1, . . . , αn ∈ U, there exists a centered Gaussian vector (w(αi))1⩽i⩽n
with the desired covariance structure. Letting K ⩾ 0 and s0 < ⋯ < sK = 1 be such that
{sk}

K
k=0 = {αi ∧ αj}1⩽i,j⩽n, we appeal to Lemma 4.2 to find a tree of depth K with leaves

Λ1, . . . ,Λn such that (4.5) holds. We denote by A the set of vertices of the tree, and
let (gβ)β∈A consist of independent standard RD-valued Gaussian vectors. For every

i ∈ {1, . . . , n} and k ∈ {0, . . . ,K}, we write Λi
∣k to denote the ancestor of the leaf Λi at

depth k. For each i ∈ {1, . . . , n}, we set

w (αi) ∶=
K

∑
k=0

(q(sk) − q(sk−1))
1/2gΛi

∣k
,

with the understanding that q(s−1) = 0. Using (4.5), we see that

Ew (αi)w (αj)
⊺
= q (sΛi∧Λj) = q (αi ∧ αj) ∀i, j ∈ {1, . . . , n}.

This is the desired form for the covariance. It is straightforward to verify the consistency
condition in the Kolmogorov extension theorem. Appealing to this theorem (see e.g. [105,
Theorem 2.4.3]), we thus conclude for the existence of the Gaussian process (wq(α))α∈U.

Next, we verify the measurability. For every α,α′ ∈ U, we have

E ∣wq(α) −wq(α′)∣
2
= tr (q(1) − q(α ∧ α′)) .(4.7)

Since moreover, q is continuous at 1 due to (4.3), we deduce that wq is stochastically
continuous; in other words, for every α ∈ U and ε > 0, we have that P{∣wq(α) −wq(α′)∣ > ε}
converges to 0 as α′ approaches α. We can therefore apply [46, Theorem III.3.1] to find a
version of the process that is jointly measurable. �

To summarize and introduce more explicit notation, there exists a measurable subset Ω∗

of Ω with P(Ω∗) such that (4.2) holds for every $ ∈ Ω∗. For each such $ and q ∈ Q∞,
we can construct a probability space (Ω$,q,P$,q) with expectation E$,q, and a centered
Gaussian process (wq(α))α∈U$ on (Ω$,q,P$,q), such that for every α,α′ ∈ U$, we have

(4.8) E$,q [wq(α)wq(α′)⊺] = q(α ∧ α′),

and the mapping

{
U$ ×Ω$,q → RD

(α,ω) ↦ wq(α,ω)

is measurable. The object wq will serve as the continuous analogue of the process in (3.6).
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Notice that we do not assert any measurability property of this Gaussian process with
respect to $. We do not know of a simple way to improve upon this. Fortunately, as will
be explained shortly, this will not be a problem as long as we take E$,q-expectations first,
provided that we show that these expectations themselves are measurable with respect
to $. This is the content of Lemma 4.5 below.

Lest the reader thinks that this is a technical detail that they would rather skip, it is
worth noting that the justification of this measurability property will involve ingredients
that we need to appeal to later as well. In a nutshell, we will show that the relevant
E$,q-expectations can be approximated arbitrarily closely by continuous functions of the
overlap arrays. This result will not be of much surprise to specialists, as we will essentially
state a general version of [77, Theorem 1.3].

Definition 4.3 (Overlap structure). For a measurable subset S of a Euclidean space, we
say that a pair (Γ,R) is an S-valued overlap structure if

● Γ is a probability measure on some Polish space;
● R ∶ (supp Γ) × (supp Γ)→ S is measurable and satisfies ∣R∣ ⩽ 1 a.s.

For d ∈ N and a locally bounded function C ∶ S → Rd×d, (Γ,R) is said to be C-admissible
if there exists an Rd-valued centered Gaussian process (z(ρ))ρ∈supp Γ on some probability
space ΩΓ,R such that

● the covariance is given by

EΩΓ,R
[z(ρ)z(ρ′)⊺] = C(R(ρ, ρ′)), ∀ρ, ρ′ ∈ supp Γ;

● the process z is measurable as a function on (supp Γ) ×ΩΓ,R.

For every ε > 0 and a, b ∈ R, we write

a ≈ε b ⇐⇒ ∣a − b∣ ⩽ ε.(4.9)

Proposition 4.4 (Continuity w.r.t. overlap array). We take the setting and notation
as in Definition 4.3. For every Lipschitz g ∶ Rd ×Rd×d → R, every bounded measurable
h ∶ Sn → R with n ∈ N, and every ε > 0, there are n1, n2 ∈ N and bounded continuous
functions F iε ∶ (Rd×d)ni → R, with i ∈ {1,2}, such that

EΩΓ,R
log∫ exp (g (z(ρ),C(R(ρ, ρ))))dΓ(ρ) ≈ε ⟨F

1
ε (C⩽n1)⟩

Γ
,(4.10)

EΩΓ,R
⟨h (R

⩽n)⟩
Γg ≈ε ⟨h (R

⩽n)F 2
ε (C⩽n2)⟩

Γ
,(4.11)

uniformly over all C-admissible S-valued overlap structures (Γ,R). Here, ⟨⋅⟩Γ and ⟨⋅⟩Γg

denote the expectations with respect to Γ⊗N and (Γg)⊗N respectively, with canonical random

variable (ρ`)`⩾1; R⩽n ∶= (R (ρ`, ρ`
′

))
1⩽`,`′⩽n, C⩽ni = (C (R (ρ`, ρ`

′

)))
1⩽`,`′⩽ni

; and

dΓg
(ρ) ∶=

exp (g (z(ρ),R(ρ, ρ)))dΓ(ρ)

∫ exp (g (z(ρ′),R(ρ′, ρ′)))dΓ(ρ′)
.

Proof. For brevity, we write E = EΩΓ,R
. The estimates below are uniform in (Γ,R) due

to ∣R∣ ⩽ 1. For the first approximation (4.10), we can use the same argument as in
[77, Theorem 1.3]. We sketch the main steps, omitting some details. For a > 0, define
loga = max{−a,min{a, log}} and ga similarly. Since g is Lipschitz, we can use a Gaussian
concentration inequality such as [37, Theorem 4.7] to approximate the left-hand side
in (4.10) by

E loga ⟨exp (ga (z(ρ),C(R(ρ, ρ))))⟩Γ
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for large a. Noticing that loga is continuous and that its argument in the expression above
remains in a compact set, we can approximate it by polynomials, so that the expression
above becomes a linear combination of terms of the form

E ⟨exp (ga (z(ρ),C(R(ρ, ρ))))⟩jΓ = E ⟨

j

∏
`=1

exp (ga (z(ρ
`
),C(R(ρ`, ρ`))))⟩

Γ

,

for j ∈ N. We can move E inside ⟨⋅⟩Γ to see that the right-hand side is equal to ⟨F 1
ε,j (C

⩽j)⟩
Γ

for a continuous function F 1
ε,j satisfying

F 1
ε,j (C

⩽j) = E
j

∏
`=1

exp (ga (z(ρ
`
),C(R(ρ`, ρ`)))) .

This is possible since we can write the right-hand side above explicitly as a Gaussian
integral. Collecting F 1

ε,j back into the linear combination, we obtain F 1
ε .

The second approximation (4.11) is done in a similar way. Instead of log, we approx-
imate the function x ↦ 1

x . The detail can be seen in [78, Section 3.4], more precisely,
the approximation after [78, (3.25)]. One can also see the argument in the second half
of [77, Proof (Theorem 4.2) in Section 4.3]. Again, we only give a sketch. Writing
V (ρ) ∶= exp (g(z(ρ),C(R(ρ, ρ)))), we have

E ⟨h (R
⩽n)⟩

Γg = E
⟨h (R⩽n)∏n

`=1 V (ρ`)⟩
Γ

⟨V (ρ)⟩nΓ
.

Using the Gaussian concentration, we can approximate ⟨V (ρ)⟩−nΓ by a polynomial of
⟨V (ρ)⟩Γ. Hence, the right-hand side in the above is approximated by a linear combination
of

E ⟨h (R
⩽n)

n

∏
`=1

V (ρ`)⟩
Γ

⟨V (ρ)⟩jΓ = E ⟨h (R
⩽n)

n+j
∏
`=1

V (ρl)⟩
Γ

= ⟨h (R
⩽n)F 2

ε,j (C
⩽n+j)⟩

Γ

for some j ∈ N, where the continuous function F 2
ε,j satisfies

F 2
ε,j (C

⩽n+j) = E
n+j
∏
`=1

V (ρ`) .

Again, collecting F 2
ε,j back into the linear combination, we obtain F 2

ε . �

We now come back to the setting explained in the paragraph containing (4.8), and
settle the question of measurability of E$,q-expectations.

Lemma 4.5 (Measurability of expectations). For every q ∈ Q∞, every Lipschitz g ∶ RD →
R, and every bounded measurable h ∶ Rn×n → R with n ∈ N, the functions

$ ↦ E$,q log∫ exp (g (wq(α)))dR$(α),(4.12)

$ ↦ E$,q ⟨h((α` ∧ α`
′

)
1⩽`,`′⩽n

)⟩
Rg

$

(4.13)

are measurable on Ω⋆, where ⟨⋅⟩Rg
$

denotes the expectation with respect to the measure

(Rg
$)⊗N with canonical random variables (α`)`∈N, and with

dRg
$(α) ∶=

exp (g (wq(α)))dR$(α)

∫ exp (g (wq(α′)))dR$(α′)
.(4.14)
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Proof of Lemma 4.5. First of all, due to the joint measurability of the Gaussian process,
both functions are well-defined. We show that they can be approximated uniformly in
$ by measurable functions. For the first function (4.12), we can apply Proposition 4.4
(with Γ =R$, R(α,α′) = α∧α′, and C = q) to get that, for every ε > 0, there is an integer
n1 and a continuous function F 1

ε ∶ (RD×D)n1 → R such that the the function (4.12) is
approximated by the function

$ ↦ ⟨F 1
ε ((q (αl ∧ αl

′

))
1⩽l,l′⩽n1

)⟩
R$

(4.15)

uniformly in $ up to an error bounded by ε. Since (4.15) is measurable, we can conclude
the measurability of the function (4.12). Similarly, for the second function (4.13), we can
deduce the measurability using Proposition 4.4. �

Henceforth, we omit ω and $ for brevity, and simply write P and E to denote the
probability and the expectation over both Ω and Ω$,q, with the understanding that we
always integrate over the space Ω$,q first.

We now show that for piecewise-constant paths, the free energies and Gibbs expectations
defined using the discrete construction introduced in the previous section coincide with
those defined using the continuous cascade.

Proposition 4.6 (Discrete and continuous constructions are equivalent). Let K ∈ N,
let (qk)0⩽k⩽K ⊆ SD+ and (ζk)1⩽k⩽K ⊆ R+ be such that (3.1) and (3.2) hold, let (νΛ)Λ∈NK

be the associated Poisson–Dirichlet cascade as constructed below (3.5), let q ∈ Q be the
piecewise-constant path in (3.3), and let (wq(Λ))Λ∈NK and (wq(α))α∈U be as in (3.6)
(with N = 1) and (4.8) respectively. For every Lipschitz g ∶ RD → R and every bounded
measurable h ∶ Rn×n → R with n ∈ N, it holds that

E log ∑
Λ∈NK

νΛ exp (g (wq(Λ))) = E log∫ exp (g (wq(α)))dR(α),(4.16)

E ∑
Λ1,...,Λn∈NK

νg
Λ1⋯ν

g
Λnh ((ζΛ`∧Λ`′)1⩽`,`′⩽n) = E ⟨h((ζ (α` ∧ α`

′

))
1⩽`,`′⩽n

)⟩
Rg

(4.17)

where Rg is as defined in (4.14), ⟨⋅⟩Rg as in Lemma 4.5, and

νgΛ ∶=
νΛ exp (g (wq(Λ)))

∑Λ′∈NK νΛ′ exp (g (wq(Λ′)))
, ∀Λ ∈ NK .(4.18)

In (4.16) and (4.17), the expectations integrate all the randomness. For the expectations
on the right side, we first integrate the Gaussian randomness in (wq(α))α∈U and then the
randomness of R, which is justified by Lemma 4.5.

Proof of Proposition 4.6. We start by observing that, for every Λ,Λ′ ∈ NK ,

E [wq(Λ)wq(Λ′
)
⊺] = q (ζΛ∧Λ′) ,

where we recall that (q(u))u∈[0,1) denotes the piecewise-constant path in (3.3). In the
language of Definition 4.3, the probability measure with weights (νΛ)Λ∈NK and the field
(wq(Λ))Λ∈NK form a q-admissible overlap structure, with the mapping R chosen to be
(Λ,Λ′)↦ ζΛ∧Λ′ .

By (4.8), the measure R and the Gaussian field (wq(α))α∈U also form a q-admissible
overlap structure, with R chosen to be (α,α′) ↦ α ∧ α′. Since q is constant on each
interval [ζk, ζk+1), we can also choose R to be the mapping (α,α′)↦ ζ(α∧α′), where we
write

(4.19) ζ ∶=
K

∑
k=0

ζk1[ζk,ζk+1).
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Denoting by (Λ`)`∈N and (α`)`∈N two families of independent random variables sampled
according to (νΛ)Λ∈NK and R respectively, we see from Proposition 4.4 that in order to
prove the result, it suffices to argue that for each n ∈ N, the overlap arrays (ζΛ`∧Λ`′ )`,`′⩽n
and (ζ(α` ∧ α`

′

))`,`′⩽n have the same law after averaging over all sources of randomness.
By [77, Theorem 2.10] (or [37, Theorem 5.28]), every discrete Poisson–Dirichlet cascade
satisfies the Ghirlanda–Guerra identities, and these identities are preserved whether we
look at the overlap as being the mapping (Λ,Λ′)↦ Λ∧Λ′ or the mapping (Λ,Λ′)↦ ζΛ∧Λ′ .
We recall that we built the continuous Poisson–Dirichlet cascade as a limit of discrete
Poisson–Dirichlet cascades, using e.g. [37, Corollary 5.32]. It therefore follows that the
continuous Poisson–Dirichlet cascade R still satisfies the Ghirlanda–Guerra identities,
and in particular the overlap array built from the overlap mapping (α,α′) ↦ ζ(α ∧ α′)
satisfies the Ghirlanda–Guerra identities. By e.g. [37, Proposition 5.31], the laws of the

overlap arrays (ζΛ`∧Λ`′ )`,`′⩽n and (ζ(α` ∧ α`
′

))`,`′⩽n are uniquely determined by the laws
of ζΛ∧Λ′ and ζ(α ∧ α′) respectively. By [77, Theorem 2.10] (or [37, Theorem 5.28]), we
have that the probability for ζΛ∧Λ′ to be equal to ζk is ζk+1 − ζk, for each k ∈ {0, . . . ,K}.
By the construction of R from [37, Corollary 5.32], we have that α ∧ α′ is uniformly
distributed over [0,1], and in particular, by (4.19), the probability for ζ(α ∧ α′) to be
equal to ζk is equal to ζk+1 − ζk as well. The proof is therefore complete. �

To close this section, we show that the law of a Poisson–Dirichlet cascade under E ⟨⋅⟩R
remains the same under any probability measure of the form of E ⟨⋅⟩Rg , with Rg as in
(4.14) with g an arbitrary Lipschitz function. In particular, the overlap α ∧ α′ under
E ⟨⋅⟩Rg is uniformly distributed over [0,1], a fact that we will use repeatedly later.

We start by recalling the following invariance property of discrete Poisson–Dirichlet
cascades from [77, Theorem 4.4].

Lemma 4.7 (Invariance of discrete cascades). Let K ∈ N, let A be the rooted tree in (3.4),
let (qk)0⩽k⩽K ⊆ SD+ and (ζk)1⩽k⩽K ⊆ R+ be such that (3.1) and (3.2) hold, let (νΛ)Λ∈NK be
the associated Poisson–Dirichlet cascade as constructed below (3.5), and let (wq(Λ))Λ∈NK

be as in (3.6). For every Lipschitz g ∶ RD → R, there is a random bijection π ∶ A → A,
preserving the parent-child relation, such that

(νg
π(Λ))Λ∈NK

d
= (νΛ)Λ∈NK

where (νgΛ)Λ∈NK is given in (4.18). In particular, for every bounded measurable function

h ∶ Rn×n → R with n ∈ N, we have

E ∑
Λ1,...,Λn∈NK

νg
Λ1⋯ν

g
Λnh ((ζΛ`∧Λ`′)1⩽`,`′⩽n) = E ∑

Λ1,...,Λn∈NK

νΛ1⋯νΛnh ((ζΛ`∧Λ`′)1⩽`,`′⩽n) .

We can now prove that this invariance property transfers to continuous cascades.

Proposition 4.8 (Invariance of continuous cascades). For every q ∈ Q∞, every Lipschitz
g ∶ RD → R, and every bounded measurable h ∶ Rn×n → R with n ∈ N, we have

E ⟨h((α` ∧ α`
′

)
1⩽`,`′⩽n

)⟩
Rg

= E ⟨h((α` ∧ α`
′

)
1⩽`,`′⩽n

)⟩
R

where Rg is defined in (4.14), and we recall that ⟨⋅⟩R = ⟨⋅⟩R0.

Proof. For every `, `′, n ∈ N, we write Q`,`
′

∶= α` ∧ α`
′

and Q⩽n ∶= (Q`,`
′

)1⩽`,`′⩽n. Without
loss of generality, we can assume that h is bounded and continuous. We fix ε > 0. By
Proposition 4.4, there exists n ∈ N and a bounded continuous function Fε such that

E ⟨h (Q⩽n)⟩
Rg ≈ε E ⟨h (Q⩽n)Fε (q (Q

⩽n))⟩
R
,(4.20)
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where q acts entrywise. For each K ∈ N, we write

ζ(K)
∶=

K

∑
k=0

k

K + 1
1[ k

K+1
, k+1
K+1

),

with the usual understanding that ζ(K)(1) = limu↗1 ζ
(K)(u) =K/(K + 1). In particular,

the sequence (ζ(K))K∈N ⊆ Q∞ converges in L1 to the identity map x↦ x as K tends to

infinity. For every `, `′, n ∈ N, we write Q`,`
′

K ∶= ζ(K)(α` ∧ α`
′

) and Q⩽n
K ∶= (Q`,`

′

K )1⩽`,`′⩽n.
Since Q satisfies the Ghirlanda–Guerra identities by construction of the continuous
Poisson–Dirichlet cascade, it is immediate that QK also satisfies the Ghirlanda–Guerra
identities. By [37, Corollary 5.32], we have that Q⩽n

K converges in law to Q⩽n. We want to

argue that (Q⩽n
K , q(Q⩽n

K )) also converges in law to (Q⩽n, q(Q⩽n)) as K tends to infinity.
This is not immediate since q is not continuous. Notice first that the on-diagonal overlaps
are deterministic, and for every ` ∈ N, we have

Q`,`K =
K

K + 1

K→∞
ÐÐÐ→ 1 = Q`,`.

Since q is continuous at 1, the question thus only concerns the off-diagonal overlaps. We
recall that each of these off-diagonal overlaps is uniformly distributed over [0,1]. Since
the set of points of discontinuity of q is countable, a union bound guarantees that the
probability for Q⩽n

K to belong to the set of points of discontinuity of the mapping q (as
applied entrywise to the array) is zero. We can therefore apply the continuous mapping
theorem (e.g. [37, Exercise A.10 and solution]) to deduce that indeed (Q⩽n

K , q(Q⩽n
K ))

converges in law to (Q⩽n, q(Q⩽n)) as K tends to infinity. In particular, for every K
sufficiently large, we have that

E ⟨h (Q⩽n)Fε (q (Q
⩽n))⟩

R
≈ε E ⟨h (Q⩽n

K )Fε (q (Q
⩽n
K ))⟩

R
.

By Proposition 4.6, the latter quantity can be represented using the discrete Poisson–
Dirichlet cascade based on the path q○ζ(K), which is defined on a tree of depthK. Denoting
the weights of this discrete Poisson–Dirichlet cascade by (νΛ)Λ∈NK , Proposition 4.6 ensures
that

E ⟨h (Q⩽n
K )Fε (q (Q

⩽n
K ))⟩

R
= E ∑

Λ1,...,Λn∈NK

νΛ1⋯νΛnh (R⩽n)Fε (q (R
⩽n)) ,

where we used the shorthand R`,`
′

∶= (Λ`∧Λ`
′

)/(K +1) and R⩽n ∶= (R`,`
′

)1⩽`,`′⩽n. Another
application of Proposition 4.4, in the same setting of q-admissible overlap structures as
for (4.20), yields that

E ∑
Λ1,...,Λn∈NK

νΛ1⋯νΛnh (R⩽n)Fε (q (R
⩽n)) ≈ε ∑

Λ1,...,Λn∈NK

νg
Λ1⋯ν

g
Λnh (R⩽n) .

By the invariance property from Lemma 4.7, we have that

∑
Λ1,...,Λn∈NK

νg
Λ1⋯ν

g
Λnh (R⩽n) = ∑

Λ1,...,Λn∈NK

νΛ1⋯νΛnh (R⩽n) .

To summarize, we have shown that

E ⟨h (Q⩽n)⟩
Rg ≈3ε ∑

Λ1,...,Λn∈NK

νΛ1⋯νΛnh (R⩽n) .

Using this relation also with g = 0, we conclude that

E ⟨h (Q⩽n)⟩
Rg ≈6ε E ⟨h (Q⩽n)⟩

R
.

Since ε > 0 was arbitrary, the proof is complete. �
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Remark 4.9 (Left-continuous paths). All results in this section also hold if, instead of Q∞,
we take q from the set

Π ∶= {q ∶ [0,1]→ SD+ ∶ q is left-continuous with right limits, and is increasing} .(4.21)

The only place where any kind of continuity of a path is needed is in the proof of
Proposition 4.1. There, to show that wq is jointly measurable, one requires q to be
continuous at 1, as used in (4.7). Every path in Π is also continuous at 1 by definition.

5. The free energy with continuous cascades

We recall from the beginning of the previous section that we denote by R a Poisson–
Dirichlet cascade such that the law of one overlap is uniformly distributed over [0, 1]. The
object R is a (random) probability measure on the Hilbert space H, and we denote its
(random) support by U. For each realization of R, we denote by ⟨⋅⟩R the expectation with

respect to the measure R⊗N, with canonical random variables (α`)`∈N. The expectation E
takes the average over the randomness of R itself. The event in (4.2) has P-probability
one, and whenever this event is realized and for each q ∈ Q∞, there exists an RD-valued
Gaussian process (wq(α))α∈U with covariance given by (4.4). On this same event, we take
(wqi )i∈N to be i.i.d. copies of wq and define, for every N ∈ N and α ∈ U,

W q
N(α) ∶= (wq1(α), . . . ,w

q
N(α)).(5.1)

The random variable W q
N(α) takes values in RD×N . We can now define, for each t ⩾ 0,

q ∈ Q∞, and N ∈ N, the free energy

(5.2) FN(t, q) ∶= −
1

N
E log∬ exp (Ht,q

N (σ,α))dPN(σ)dR(α),

where

(5.3) Ht,q
N (σ,α) =

√
2tHN(σ) − tNξ (

σσ⊺

N
) +

√
2W q

N(α) ⋅ σ − q(1) ⋅ σσ⊺.

We also define the associated Gibbs measure

⟨⋅⟩N ∝ exp (Ht,q
N (σ,α))dPN(σ)dR(α),(5.4)

defined for each fixed realization of R and of the random Gaussian field (wq(α))α∈U. We
use the symbol ∝ as shorthand for more precise expressions as in (3.8). The canonical
random variable under ⟨⋅⟩N is denoted by (σ,α). We also write (σ`, α`)`∈N to denote
independent copies of (σ,α) under ⟨⋅⟩N . The expectation E in (5.2) integrates all sources
of randomness, and we recall that for measurability reasons, we always take the average
over the Gaussian process (W q

N(α))α∈U first.

In (5.2), we allowed ourselves to use the same notation as in (3.7). When q is piecewise
constant, these two quantities coincide, by Proposition 4.6. This proposition also ensures
that Gibbs averages computed under the measures in (5.4) and in (3.8) coincide.

Recall that we extended the free energy defined in (3.7) to all paths q ∈ Q1 using the
Lipschitz continuity property from Proposition 3.1. The next proposition states that the
right-hand side of (5.2) satisfies the same Lipschitz continuity property, and therefore
the two constructions do coincide for all paths and there is no abuse of notation here.
This proposition in fact identifies the derivatives of FN with respect to t and q precisely.
We set

L∞⩽1 ∶= {q ∈ L∞ ∶ ∣κ∣L∞ ⩽ 1} .(5.5)



34 HONG-BIN CHEN AND JEAN-CHRISTOPHE MOURRAT

Proposition 5.1 (Differentiability of FN ). Let N ∈ N, and let FN ∶ R+ ×Q∞ → R be the
free energy defined in (5.2). We have for every t, t′ ∈ R+ and q, q′ ∈ Q∞ that

∣FN(t, q) − FN(t′, q′)∣ ⩽ ∣q − q′∣
L1 + ∣t − t′∣ sup

∣a∣⩽1
∣ξ(a)∣.

In particular, the free energy in (5.2) can be extended by continuity to R+ ×Q1, and it
coincides everywhere with the free energy defined in (3.7) and extended by continuity to
R+ ×Q1 in Proposition 3.1. Moreover, the restriction of the function FN to R+ ×Q2 is
Fréchet (and Gateaux) differentiable everywhere, jointly in its two variables. We denote
its Fréchet (and Gateaux) derivative in q by ∂qFN(t, q) = ∂qFN(t, q, ⋅) ∈ L2([0,1];SD).
For every t ⩾ 0, we have, for every q ∈ Q2,

(5.6) ∂qFN(t, q) ∈ Q ∩L∞⩽1, ∣∂tFN(t, q)∣ ⩽ sup
∣a∣⩽1

∣ξ(a)∣,

and, for every q ∈ Q∞ and κ ∈ L2([0,1];SD),

(5.7) ⟨κ, ∂qFN(t, q)⟩
L2 = E ⟨κ (α ∧ α′) ⋅

σσ′⊺

N
⟩
N

, ∂tFN(t, q) = E ⟨ξ (
σσ′⊺

N
)⟩

N

.

Finally, for every r ∈ [1,+∞], t ⩾ 0 and q, q′ ∈ Q2 with q′ − q ∈ Lr, we have

(5.8) ∣∂qFN(t, q′) − ∂qFN(t, q)∣
Lr ⩽ 16N ∣q′ − q∣

Lr .

In particular, the mapping q ↦ ∂qFN(t, q) can be extended to Q1 by continuity, and the
properties in (5.6) and (5.8) remain valid with q, q′ ∈ Q1.

For the statement of (5.7), we impose that q ∈ Q∞ so that the Gibbs measure appearing
there is well-defined.

Proof of Proposition 5.1. For clarity of presentation we only prove the results concerning
∂qFN ; showing the joint differentiability in (t, q) does not pose additional difficulties, the

property of ∂tFN(t, q) in (5.7) is a Gaussian integration by parts as in (3.11), and the
property of ∂tFN(t, q) in (5.6) follows from that in (5.7) and (3.30).

We fix t ⩾ 0, q, q′ ∈ Q∞, and write κ ∶= q′ − q ∈ L∞([0,1];SD). Conditionally on R,
we construct the Gaussian processes (wq(α))α∈U and (wκ(α))α∈U from Proposition 4.1
independently of one another, and we observe that, for every s ∈ [0,1],

(wq+sκ(α))α∈U
d
= (wq(α) +

√
swκ(α))

α∈U .(5.9)

We may as well take the right-hand side of (5.9) as our definition of wq+sκ, so that these
processes are realized on the same probability space and coupled together in a natural
way as s varies in [0,1]. It follows from (4.4) that, for every α,α′ ∈ U,

E [(
d

ds
wq+sκ(α)) (wq+sκ(α′))

⊺
] =

1

2
κ (α ∧ α′) .

By this, the Gaussian integration by parts in [37, Theorem 4.6], and the fact that α∧α = 1
almost surely under PR, we deduce that

d

ds
FN(t, q + sκ)∣

s=0
= −

1

N
E ⟨

√
2(

d

ds
wq+sκ(α)) ⋅ σ − κ(1) ⋅ σσ⊺⟩

N
= E ⟨R1,2⟩

N
,

where we write

(5.10) R`,`
′

∶= κ(α` ∧ α`
′

) ⋅
σ`(σ`

′

)⊺

N
,
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and we observe that κ(1) is well-defined since q(1) and q′(1) are well-defined. Differenti-
ating once more yields that

d2

ds2
FN(t, q + sκ)∣

s=0
= 2NE ⟨R1,2R1,2

− 4R1,2R1,3
+ 3R1,2R3,4⟩

N
.(5.11)

We recall from (3.30) that for every σ,σ′ in the support of PN , we have ∣σσ
′⊺

N ∣ ⩽ 1. Using

also the invariance of Poisson–Dirichlet cascades in Proposition 4.8 and the Cauchy–
Schwarz inequality, we obtain that

∣
d

ds
FN(t, q + sκ)∣

s=0
∣ ⩽ E ⟨∣R1,2∣⟩

N
⩽ E ⟨∣κ (α ∧ α′) ∣⟩

N
= E ⟨∣κ (α ∧ α′) ∣⟩

R
= ∣κ∣L1 ,(5.12)

as well as

(5.13) ∣
d2

ds2
FN(t, q + sκ)∣

s=0
∣ ⩽ 16NE ⟨∣R1,2∣

2
⟩
N
⩽ 16NE ⟨∣κ (α ∧ α′)∣

2
⟩
N

= 16NE ⟨∣κ (α ∧ α′)∣
2
⟩
R
= 16N ∣κ∣2L2 .

We define the function ∂qFN(t, q) = ∂qFN(t, q, ⋅) ∈ L2([0,1];SD) by duality so that for

every κ ∈ L2([0,1];SD),

(5.14) ⟨κ, ∂qFN(t, q)⟩
L2 = E ⟨κ (α ∧ α′) ⋅

σσ′⊺

N
⟩
N

.

The estimates (5.12) and (5.13) imply that

(5.15) ∣FN(t, q′) − FN(t, q) − ⟨q′ − q, ∂qFN(t, q)⟩
L2 ∣ ⩽ 8N ∣q′ − q∣2L2 .

It follows from (3.30) and (5.14) that for every κ ∈ L2([0,1];SD),

(5.16) ⟨κ, ∂qFN(t, q)⟩
L2 ⩽ ∣κ∣L1 .

By duality, we deduce that ∂qFN(t, q) ∈ L∞⩽1. Therefore, we also have that

∣FN(t, q) − FN(t, q′)∣ ⩽ ∣q − q′∣L1 .

In particular, we can extend the free energy FN in (5.2) to all R+ ×Q1 by continuity. We
have already observed that the definitions of FN(t, q) in (5.2) and (3.7) coincide when q
is piecewise constant, and each has been extended continuously to R+ ×Q1, so the two
definitions coincide everywhere on R+ ×Q1.

By continuity, the estimate in (5.15), which we showed for q, q′ ∈ Q∞, extends to every
q′ ∈ Q2. This already shows that every point q ∈ Q∞ is a point of Fréchet differentiability
of FN(t, ⋅) ∶ Q2 → R, and the Fréchet derivative at this point is indeed ∂qFN(t, q). We
now wish to extend this to every q ∈ Q2. We thus fix q ∈ Q2 and take a sequence (qn)n∈N
of elements of Q∞ that converges to q in L2. Since ∂qFN(t, qn) ∈ L

∞
⩽1 for every n ∈ N, we

can extract a subsequence that converges weakly in L2; we denote the limit by p. Since
(qn)n∈N converges to q strongly in L2, substituting q by qn in (5.15) and letting n tend
to infinity along the subsequence yields that, for every q′ ∈ Q2,

∣FN(t, q′) − FN(t, q) − ⟨q′ − q, p⟩
L2 ∣ ⩽ 8N ∣q′ − q∣2L2 .

This characterizes p uniquely, so in fact the subsequence extraction was not necessary
and ∂qFN(t, qn) converges weakly to an object that depends only on q itself, not on

the approximating sequence. We denote this object by ∂qFN(t, q), a notation that is
consistent with the previous definition that was restricted to the case q ∈ Q∞. We have
thus shown that FN(t, ⋅) ∶ Q2 → R is Fréchet differentiable everywhere.
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Since the inequality (5.16) is preserved by taking weak L2 limits on ∂qFN(t, q), we

also have that ∂qFN(t, q) belongs to L∞⩽1 for every q ∈ Q2.

We recall from Proposition 3.6 that FN(t, ⋅) is Q⋆2-increasing, as defined in (3.19). For
every smooth q ∈ Q with derivative bounded away from zero and every smooth κ ∈ Q⋆2 ,
we must therefore have that

⟨κ, ∂qFN(t, q)⟩
L2 ⩾ 0.

By density, this is in fact valid for every κ ∈ Q⋆2 . This means that ∂qFN(t, q) belongs to
the dual cone

(Q
∗
2)
∗
∶= {q ∈ L2

([0,1];SD) ∣ ∀q′ ∈ Q∗2 , ⟨q, q′⟩
L2 ⩾ 0} .

Since Q2 is a non-empty closed convex cone in a Hilbert space, we have by [19, Corol-
lary 6.33] that (Q∗2)

∗ = Q2. (One can also prove this more directly by proceeding similarly

to the proof of Lemma 3.5.) We have therefore verified that ∂qFN(t, q) ∈ Q2 for every
smooth q ∈ Q whose derivative is bounded away from zero. Since Q2 is closed and convex,
it is also weakly closed, by [39, Corollary 1.4] (or again by direct arguments). For general
q ∈ Q2, since we can obtain ∂qFN(t, q) as a weak L2 limit of similar objects computed

at smooth paths with derivative bounded away from zero, we deduce that ∂qFN(t, q)
belongs to Q2 for every q ∈ Q2.

So far we have only observed the continuity of the mapping q ↦ ∂qFN(t, q) in the sense

of weak L2 convergence. Now that we also know that ∂qFN(t, q) ∈ Q∩L∞⩽1, we can appeal

to Lemma 3.4 and upgrade the continuity property of the mapping q ↦ ∂qFN(t, q) to the
strong Lr topology, for every r < +∞. Precisely, for every r < +∞ and every sequence
(qn)n∈N ⊆ Q2 converging to q ∈ Q2 in L2, we have

(5.17) lim
n→+∞

∣∂qFN(t, qn) − ∂qFN(t, q)∣
Lr = 0.

It remains to show (5.8). We temporarily display the dependence of ⟨⋅⟩N on q explicitly
by writing ⟨⋅⟩N = ⟨⋅⟩N,q. We fix q, q′ ∈ Q∞ as in the beginning of this proof, with κ = q′ − q,
and for each η ∈ L∞, we aim to compute the derivative in s of

E ⟨η (α ∧ α′) ⋅
σσ′⊺

N
⟩
N,q+sκ

.

We realize the Gaussian processes (wq+sκ(α))α∈U as discussed below (5.9). As for (5.11),

recalling the notation R`,`
′

in (5.10) and denoting Q`,`
′

∶= η(α` ∧ α`
′

) ⋅
σ`(σ`′)⊺

N , we have

d

ds
E ⟨η (α ∧ α′) ⋅

σσ′⊺

N
⟩
N,q+sκ

= 2NE ⟨Q1,2 (R1,2
− 4R1,3

+ 3R3,4)⟩
N,q+sκ .

By Hölder’s inequality and the invariance of Poisson–Dirichlet cascades from Proposi-
tion 4.8, we get, for every r, r′ ∈ [1,+∞] with 1

r +
1
r′ = 1,

RRRRRRRRRRR

d

ds
E ⟨η (α ∧ α′) ⋅

σσ′⊺

N
⟩
N,q+sκ

RRRRRRRRRRR

⩽ 16NE ⟨∣Q1,2∣
r′
⟩

1/r′

N,q+sκ
E ⟨∣R1,2∣

r
⟩
1/r
N,q+sκ

⩽ 16NE ⟨∣η (α ∧ α′)∣
r′
⟩

1/r′

N,q+sκ
E ⟨∣κ (α ∧ α′)∣

r
⟩
1/r
N,q+sκ

= 16NE ⟨∣η (α ∧ α′)∣
r′
⟩

1/r′

R
⟨∣κ (α ∧ α′)∣

r
⟩
1/r
R

= 16N ∣η∣Lr′ ∣q
′
− q∣Lr .
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Integrating the above in s from 0 to 1 and using (5.14), we get

∣⟨η, ∂qFN(t, q′)⟩
L2 − ⟨η, ∂qFN(t, q)⟩

L2 ∣ ⩽ 16N ∣η∣Lr′ ∣q
′
− q∣Lr .(5.18)

We established (5.18) for every q, q′ ∈ Q∞ and η ∈ L∞. By duality, this implies that, for
every q, q′ ∈ Q∞,

∣∂qFN(t, q′) − ∂qFN(t, q)∣
Lr ⩽ 16N ∣q′ − q∣Lr .

For r < +∞, we can use (5.17) to extend this estimate to every q, q′ ∈ Q2 with q′ − q ∈ Lr.
The case r = +∞ can then be obtained by using the result for finite r and letting r tend
to infinity. The proof is therefore complete. �

Recall from Proposition 3.2 that the initial condition is given by ψ = F 1(0, ⋅), which
can be written explicitly as

ψ(q) = −E log∬ exp (
√

2wq(α) ⋅ σ − q(1) ⋅ σσ⊺)dP1(σ)dR(α).(5.19)

Proposition 5.1 immediately yields similar statements concerning the function ψ. We
record them here for future reference. For every q ∈ Q∞, we write

⟨⋅⟩q ∝ exp (wq(α) ⋅ σ − q(1) ⋅ σσ⊺)dP1(σ)dR(α).(5.20)

Corollary 5.2. The function ψ is L1-Lipschitz continuous, with Lipschitz constant equal
to 1. The restriction of the function ψ to Q2 is Fréchet (and Gateaux) differentiable
everywhere; we denote its Fréchet (and Gateaux) derivative by ∂qψ(q) = ∂qψ(q, ⋅) ∈

L2([0,1];SD). We have, for every q ∈ Q2,

(5.21) ∂qψ(q) ∈ Q ∩L∞⩽1,

and, for every q ∈ Q∞ and κ ∈ L2([0,1];SD),

(5.22) ⟨κ, ∂qψ(q)⟩L2 = E ⟨κ (α ∧ α′) ⋅ σσ′⊺⟩
q
.

Moreover, for every r ∈ [1,+∞] and q, q′ ∈ Q2 with q′ − q ∈ Lr, we have

(5.23) ∣∂qψ(q) − ∂qψ(q
′
)∣
Lr ⩽ 16 ∣q − q′∣

Lr .

In particular, the mapping q ↦ ∂qψ(q) can be extended to Q1 by continuity, and the
properties in (5.21) and (5.23) remain valid with q, q′ ∈ Q1.

We recall that Proposition 3.3 asserts that the sequence (FN)N∈N is precompact.
The regularity estimates on FN that hold uniformly over N naturally transfer to any
subsequential limit. Using also the results from Section 2, we infer that any such limit
must be Gateaux differentiable “almost everywhere”. We summarize these points in the
next proposition.

Proposition 5.3 (Regularity of the limit). Suppose that FN converges to some limit f
pointwise along some subsequence. Then for every r ∈ (1,+∞], the function FN converges
locally uniformly to f in R+×Qr along the subsequence. We have that f satisfies the same
Lipschitz and local semi-concavity properties as FN stated in Propositions 3.1 and 3.8,
and that f is Q⋆2-increasing as FN is from Proposition 3.6. Moreover,

● for each t ⩾ 0, there is a Gaussian null set Nt of L2 such that f(t, ⋅) ∶ Q2 → R is
Gateaux differentiable at every point in Q2 ∖Nt and (Q↑ ∩L

∞) ∖Nt is dense in Q2;
● there is a Gaussian null set N of R × L2 such that f ∶ R+ × Q2 → R is Gateaux

differentiable on (R+ ×Q2) ∖N and (R+ × (Q↑ ∩L
∞)) ∖N is dense in R+ ×Q2,
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In the statement of Proposition 5.3 and throughout the paper, we allow ourselves some
imprecision when saying that FN converges pointwise to f along a subsequence, since we
do not clearly specify over which set this pointwise convergence is valid. As long as there
exists a dense set of points (t, q) ∈ R+ ×Q1 such that FN(t, q) converges to f(t, q) along
the subsequence, the convergence immediately extends to every (t, q) ∈ R+ ×Q1 by the
Lipschitz continuity property in Proposition 3.1.

Proof of Proposition 5.3. The fact that the convergence of FN to f along the subsequence
holds locally uniformly in R+ ×Qr, for every r ∈ (1,+∞], was already mentioned and
follows from Proposition 3.3. The fact that f is Lipschitz, locally semi-concave, and
Q∗2-increasing is immediate from Propositions 3.1 and 3.8. The differentiability statements
follow from Proposition 2.7. �

The next proposition asserts that at points of differentiability of the limit f , the
derivatives of FN converge to those of f .

Proposition 5.4 (Convergence of derivatives). Suppose that FN converges pointwise to
some limit f along a subsequence (Nk)k∈N.

(1) For each t ⩾ 0, if f(t, ⋅) is Gateaux differentiable at q ∈ Q↑, then ∂qFNk
(t, q, ⋅)

converges in Lr to ∂qf(t, q, ⋅) for every r ∈ [1,+∞).

(2) For each q ∈ Q1, if f(⋅, q) is differentiable at t > 0, then ∂tFNk
(t, q) converges to

∂tf(t, q).

Proof. We only show part (1) of the statement, since the second part is only easier. We
decompose the proof into three steps.

Step 1. We start by recalling that for every a, b ∈ SD, the largest eigenvalue of a + b
is smaller than the sum of the largest eigenvalues of a and b, and similarly with the
smallest eigenvalue. This can be seen from the variational representation of the largest
and smallest eigenvalues of a symmetric matrix.

Recall also the definition of Q↑,c in (3.32), and that Q↑ = ⋃c>0Q↑,c. Let q ∈ Q↑,c, and

let κ ∈ C∞([0,1];SD) be a smooth function with κ(0) = 0. In this step, we show that
there is δ > 0 such that for every s ∈ [−δ, δ], we have q + sκ ∈ Q↑, c

2
.

Let η ∈ (0, c) be a parameter to be determined in the course of the argument, and let
δ > 0 be sufficiently small that for every u ⩽ v ∈ [0,1], every eigenvalue of δ(κ(u) − κ(v))
lies in the interval [−η(v − u), η(v − u)]. (This amounts to taking δ > 0 sufficiently small
that every eigenvalue of δκ̇(u) belongs to [−η, η] for every u ∈ [0, 1].) For every s ∈ [−δ, δ]
and 0 ⩽ u ⩽ v < 1, we have

(q + sκ)(v) − (q + sκ)(u) ⩾ (c − η)(v − u)Id.

Let λmax and λmin be the largest and the smallest eigenvalues of q(v) − q(u) respectively.
We have

Ellipt((q + sκ)(v) − (q + sκ)(u)) ⩽
λmax + η(v − u)

λmin − η(v − u)
⩽

1 + η
c

1 − η
c

λmax

λmin
,

where we used that λmax ⩾ λmin ⩾ c(v − u) in the second inequality. In view of the last
two displays, we obtain the announced result by choosing η = c

3 .

Step 2. In this step, we show part (1) of the statement except that we only prove that
∂qFNk

(t, q) = ∂qFNk
(tNk

, qNk
, ⋅) converges weakly in L2 to ∂qf(t, q) = ∂qf(t, q, ⋅). The

notion of convergence will be upgraded in the next step.

By assumption, there exists c > 0 such that q ∈ Q↑,c. Let κ ∈ C∞([0,1];SD) be a
smooth function with κ(0) = 0. By the result of the previous step, we can find δ > 0 such
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that for every s ∈ [−δ, δ], we have q + sκ ∈ Q↑, c
2
. By Proposition 3.8, there is a constant

C < +∞ (depending on c) such that for every N ∈ N, s ∈ [−δ, δ], and λ ∈ [0,1], we have

(1 − λ)FNk
(t, q) + λFNk

(t, q + sκ) − FNk
(t, q + λsκ) ⩽ Cλ(1 − λ)s2

∣κ̇∣2L2 .

Dividing both sides by λ and sending λ to zero, we get

FNk
(t, q + sκ) − FNk

(t, q) − s ⟨κ, ∂qFNk
(t, q)⟩

L2 ⩽ Cs
2
∣κ̇∣2L2 .

Since ∣∂qFNk
(t, q)∣L2 is bounded uniformly in k ∈ N due to Proposition 5.1, for any

subsequence (N ′
k)k∈N of (Nk)k∈N, we can extract a further subsequence (N ′′

k )k∈N along

which ∂qFN(t, q) converges weakly to some p ∈ L2. Passing to the limit along (N ′′
k )k∈N,

we get

f(t, q + sκ) − f(t, q) − s ⟨κ, p⟩L2 ⩽ Cs
2
∣κ̇∣2L2

for every s ∈ [−δ, δ]. Sending s to zero and using the Gateaux differentiability of f(t, ⋅)
at q, we obtain that

⟨κ, ∂qf(t, q)⟩L2 = ⟨κ, p⟩L2 .

Since the set of κ’s that we have considered is dense in L2, we conclude that ∂qf(t, q) = p.

We have thus shown that any subsequence (N ′
k)k∈N of (Nk)k∈N has a further subsequence

(N ′′
k )k∈N along which ∂qFN(t, q) converges weakly to ∂qf(t, q). This therefore completes

the argument for the weak convergence in L2 of ∂qFNk
(t, q) to ∂qf(t, q).

Step 3. In this step, we improve the convergence obtained in the previous step from weakly
in L2 to strongly in Lr for every r ∈ [1,+∞). We recall from (5.6) that ∂qFN(t, q) ∈ Q∩L∞⩽1.
The strong convergence in Lr therefore follows from Lemma 3.4. The proof is therefore
complete. �

6. Cavity calculations and ultrametricity

The goal of this section is to present a number of cavity calculations and exploit the
asymptotic ultrametricity of the Gibbs measure. Our arguments contain and extend
the method introduced in [3] and now often called the Aizenman–Sims–Starr scheme.
Roughly speaking, the cavity calculation of [3] consists in comparing FN+1 with FN by
separating out the integration of one of the spin variables. Next, if one knows that the
Gibbs measure is approximately ultrametric, then one can observe that the integration of
the spun-off spin variable can be expressed in the form of

ψ(q + t∇ξ(p)) − t∫
1

0
(p ⋅ ∇ξ(p) − ξ(p)),

for some p ∈ Q∞ which may depend on N . Ultrametricity can indeed be enforced by
means of small perturbations of the Hamiltonian, as was shown in [76] and reviewed in
detail in [77]. Intuitively, for each fixed N , the natural choice of p is such that the law of
the overlap under the “cavity Gibbs measure” with N spins is the law of p(U), where U
is uniformly distributed over [0,1].

We will perform a family of other cavity calculations that will allow us to keep track of
arbitrary continuous observables of the overlap. This will have two main benefits that
will be detailed in the next section. The first one is that we will indeed be able to track
the identity of p in the calculation sketched above. Under a differentiability assumption
on the limit free energy f , we will justify that we can choose p = ∂qf(t, q). The second
crucial benefit is that we will discover another property that this p must satisfy, namely,
that

p = ∂qψ(q + t∇ξ(p)).
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Collecting all this information then essentially yields a proof of our main results.

This section is organized as follows. We first define the various terms that will enter
into the cavity calculations. We next perform the Aizenman–Simms–Starr calculation for
the free energy. We then do a cavity calculation for a general observable of the overlap of
the spun-off spin variables. We continue by establishing that the quantities we obtain in
these calculations can be approximated arbitrarily closely by continuous functions of the
law of the overlap array. We next discuss Ghirlanda–Guerra identities, which are enforced
by small perturbations of the Hamiltonian and ensure ultrametricity. The ultrametricity
property implies that the law of the overlap array is a continuous function of the law of
the overlap between only two replicas; and Poisson–Dirichlet cascades provide us with a
canonical representation of these objects. So all the “cavity averages” we obtained in the
cavity calculations, which involve the “cavity Gibbs measure”, can in fact be re-expressed
as cavity averages with respect to some fixed Poisson–Dirichlet cascade.

Throughout this section, we fix (t, q) ∈ R+ ×Q∞, and the integer M ∈ N denotes the
number of cavity spins. For the purpose of this work, we only need to consider the case
when M = 1, but we prefer to carry the cavity calculations with a general M , as these
might be useful for future applications.

6.1. Definitions and notation.

6.1.1. Hamiltonians and perturbation. We start by introducing the various Hamiltonians
that will enter into the cavity calculations. The basic idea of a cavity calculation is to
decompose an element ρ ∈ RD×(N+M) into ρ = (σ, τ), with σ ∈ RD×N and τ ∈ RD×M , and
to express the free energy of Gibbs averages involving N +M variables as averages of the τ
variables under some Gibbs measure over the σ variables. We are in particular interested in
separating out the dependence in σ and τ of the Hamiltonian HN+M(ρ) =HN+M((σ, τ)).
Temporarily focusing on the case M = 1, we would like for instance to argue that

(6.1) HN+1(σ, τ) ≃HN+1(σ,0) + τ ⋅ ∇τHN+1(σ,0),

where we use the somewhat informal notation ∇τHN+1 to denote the gradient in τ of the
mapping (σ, τ) ↦ HN+1(σ, τ). Since ρρ⊺ = σσ⊺ + ττ⊺, we have from (1.1) that for every

(σ, τ), (σ′, τ ′) ∈ RD×(N+1),

E [HN+1(σ, τ)HN+1(σ
′, τ ′)] = (N + 1)ξ (

σσ′⊺ + ττ ′⊺

N + 1
) .

Differentiating this expression, we get that for every a, b ∈ RD,

(6.2) E [HN+1(σ, τ)(b ⋅ ∇τHN+1(σ
′, τ ′))] = τb⊺ ⋅ ∇ξ (

σσ′⊺ + ττ ′⊺

N + 1
)

and

(6.3) E [(a ⋅ ∇τHN+1(σ,0))(b ⋅ ∇τHN+1)(σ
′,0)] = ba⊺ ⋅ ∇ξ (

σσ′⊺

N + 1
) .

We see from (6.2) that (HN+1(σ,0))σ∈RD×N and (∇τHN+1(σ,0))σ∈RD×N are independent
Gaussian fields. The Hamiltonian HN+1(σ,0) will serve as our reference Hamiltonian,
the common part between HN+1 and HN , and we will similarly expand HN(σ) into
HN+1(σ,0) plus an independent Gaussian field. From now on, we revert to the setting
with general M ∈ N, and introduce convenient notation to denote the various Hamiltonians
entering our calculations. While we may not always repeat it, each time we introduce a
new Hamiltonian or other Gaussian field, we impose that it be independent of all the
previously-defined random fields; and the expectation E is understood to average all these
processes.
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In order to enforce the asymptotic validity of the Ghirlanda–Guerra identities, and
thereby the ultrametricity of the Gibbs measure, we need to introduce a rich family of
perturbations of the Hamiltonian. Let (λn)n∈N be an enumeration of [0, 1]∩Q, and (an)n∈N
be an enumeration of {a ∈ SD+ ∶ ∣a∣ ⩽ 1}∩QD×D. For every h ∈ N4, let (Hh

N(σ,α))σ∈RD×N , α∈U
be an independent centered Gaussian process with covariance

E [Hh
N(σ,α)Hh

N(σ′, α′)] = N
⎛

⎝
ah1 ⋅ (

σσ′⊺

N
)

⊙h2

+ λh3α ∧ α
′⎞

⎠

h4

where ⊙ is the Schur product of matrices, i.e. a ⊙ b = (ai,jbi,j)i,j . Let us explain why
this process exists. By [71, (6.1)-(6.2)], there exists a Gaussian process with covariance

a ⋅(σσ
′⊺

N )
⊙n

for every a ∈ SD+ and n ∈ N. Proposition 4.1 ensures the existence of a Gaussian

process with covariance α ∧ α′. Linear combinations with non-negative coefficients of
covariance functions are still covariance functions, since we can simply take superpositions
of independent processes to realize them, and [71, Proposition 6.5] also allows for the
multiplication of two covariance functions. Finally, the measurability can be handled as
in the proof of Proposition 4.1.

For each h ∈ N4, let ch > 0 be a constant such that

ch

√
1

N
EHh

N(σ,α)Hh
N(σ,α) ⩽ 2−∣h∣1 ,

uniformly over σ ∈ suppPN , α ∈ U, and N ∈ N, and where we write ∣h∣1 ∶= ∑
4
i=1 hi. Let

{ei}
D(D+1)/2
i=1 be an orthonormal basis of SD. For every

x = ((xh)h∈N4 , (xi)
D(D+1)/2
i=1 ) ∈ [0,3]N

4×D(D+1)
2 ,(6.4)

we set

Hx
N(σ,α) ∶= Ȟx

N(σ,α) +
D(D+1)/2
∑
i=1

xiei ⋅ σσ
⊺, where

Ȟx
N(σ,α) ∶= ∑

h∈N4

xhchH
h
N(σ,α).

(6.5)

The second term in the definition of Hx
N will ensure the concentration of the “self-

overlap” σσ⊺

N . Notice that we impose each coordinate of x to take values in the inter-
val [0,3]. We define the free energy with perturbation

F
x
N(t, q) ∶= −

1

N
E log∬ exp (Ht,q

N (σ,α) +N− 1
16Hx

N(σ,α))dPN(σ)dR(α),(6.6)

and its associated Gibbs measure

⟨⋅⟩
○
N,x ∝ exp (Ht,q

N (σ,α) +N− 1
16Hx

N(σ,α))dPN(σ)dR(α).(6.7)

We keep denoting by (σ,α) the canonical random variable under ⟨⋅⟩
○
N,x, and we write

(σ`, α`)`⩾1 to denote independent copies of (σ,α). The expectation E in (6.6) integrates
all the sources of Gaussian randomness and the randomness of R.

Our “reference” Hamiltonian for the cavity calculation is denoted by (H̃N(σ))σ∈RD×N ,
and it is the centered Gaussian process such that, for every σ,σ′ ∈ RD×N ,

E [H̃N(σ)H̃N(σ′)] = (N +M)ξ (
σσ′⊺

N +M
) .

This is simply an independent copy of what we were denoting HN+M(σ, 0) at the opening
of this section. Notice that the parameter M appears in the definition of the covariance
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above. Abusing notation, we prefer to keep the dependence of H̃N on M implicit, as it
only takes σ ∈ RD×N as input. We let W̃ q

N be an independent copy of W q
N defined in (5.1),

and, for every σ ∈ RD×N and α ∈ U, we set

H̃t,q
N (σ,α) ∶=

√
2tH̃N(σ) − t(N +M)ξ (

σσ⊺

N +M
) + W̃ q

N(α) ⋅ σ − q(1) ⋅ σσ⊺.

We denote the free energy and the Gibbs measure arising in the cavity calculation by

F̃ xN(t, q) ∶= −
1

N
E log∬ exp (H̃t,q

N (σ,α) +N− 1
16Hx

N(σ,α))dPN(σ)dR(α)(6.8)

and

⟨⋅⟩N,x ∝ exp (H̃t,q
N (σ,α) +N− 1

16Hx
N(σ,α))dPN(σ)dR(α).(6.9)

6.1.2. Notation for the overlaps. For every N ∈ N, `, `′ ∈ N, h ∈ N4, and n ∈ N, we write

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

R`,`
′

N,σ ∶=
σ`(σ`′)

⊺

N , R`,`
′

α ∶= α` ∧ α`
′

, R`,`
′

N ∶= (R`,`
′

N,σ,R
`,`′
α ) ;

R`,`
′

N,h ∶= (ah1 ⋅ (R
`,`′

N,σ)
⊙h2

+ λh3R
`,`′
α )

h4

;

RN ∶= (R`,`
′

N )
`,`′∈N

, R⩽n
N ∶= (R`,`

′

N )
`,`′⩽n

.

(6.10)

For every p ∈ Q∞, we set

Q`,`
′

p ∶= (p (R`,`
′

α ) ,R`,`
′

α ) , Qp ∶= (Q`,`
′

p )
`,`′∈N

, Q⩽n
p ∶= (Q`,`

′

p )
1⩽`,`′⩽n

.(6.11)

Under some circumstances, we will be able to argue that the RN,σ-overlaps synchronize
with the Rα-overlaps; this means that the RN -overlaps are close to the Qp-overlaps for a
suitable choice of p.

6.1.3. Definitions for the free-energy cavity calculation. We now define the Gibbs average
that will show up in the free-energy cavity calculation, or in other words in the Aizenman–
Sims–Starr scheme [3]. We define θ ∶ RD×D → R such that, for every a ∈ RD×D,

θ(a) ∶= a ⋅ ∇ξ(a) − ξ(a).(6.12)

We define the following independent centered Gaussian processes indexed by σ ∈ RD×N :

● let Z(σ) = (Z1(σ), . . . ,ZM(σ)) be an M -tuple of independent RD-valued centered

Gaussian vectors Zi(σ) with covariance EZi(σ)Zi(σ′)⊺ = ∇ξ(σσ
′⊺

N );

● let Y(σ) be real-valued with covariance EY(σ)Y(σ′) =Mθ(σσ
′⊺

N ).

The fact that there indeed exists such a Gaussian process Z follows from (6.3) and a
simple rescaling. Concerning the existence of the process Y, we recall from Subsection 1.5
that ξ takes the form given in (1.24), where the matrices C(p) belong to SD

p

+ and the
series is absolutely convergent. A direct calculation yields that

θ(a) =
∞
∑
p=1

(p − 1)C(p)
⋅ a⊗p.

This is of the same form as (1.24), so the existence of the process Y follows from the
second part of Subsection 1.5.

For every σ ∈ RD×N , τ ∈ RD×M , and α ∈ U, we set

U(σ,α, τ) ∶=
√

2tZ(σ) ⋅ τ − t∇ξ (
σσ⊺

N
) ⋅ ττ⊺ +

√
2W q

M(α) ⋅ τ − q(1) ⋅ ττ⊺,(6.13)
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and for every x ∈ [0,3]N
4×D(D+1)

2 ,

(6.14) AN(x) ∶= E log ⟨∫ exp (U(σ,α, τ))dPM(τ)⟩
N,x

−E log ⟨exp(
√

2tY(σ) − tMθ (
σσ⊺

N
))⟩

N,x

.

With ψ and θ defined in (5.19) and (6.12), we set, for every p ∈ Q∞,

Pt,q(p) ∶= ψ(q + t∇ξ(p)) − t∫
1

0
θ(p(s))ds.(6.15)

We will show that the limit of AN(x) is related to Pt,q(p) for some p.

6.1.4. Definitions for the Gibbs-average cavity calculation. We write ρ ∈ RD×(N+M) as
ρ = (σ, τ) ∈ RD×N × RD×M . For a bounded continuous function g ∶ RD×D × R → R, we
want to find the limit of E ⟨g(ττ ′⊺, α ∧ α′)⟩

○
N+M,x as N tends to infinity. To study this,

we need a few more definitions. We define the Gibbs measure ⟨⋅⟩
⋆
N+M,x by

⟨⋅⟩
⋆
N+M,x ∝ exp (H̃t,q

N (σ,α) +U(σ,α, τ) +N− 1
16Hx

N(σ,α))dPN+M(σ, τ)dR(α).(6.16)

The canonical random variable under ⟨⋅⟩
⋆
N+M,x is denoted by (ρ,α) = (σ, τ,α). For every

π ∈ Q∞, we define the Gibbs measure ⟨⋅⟩R,π by

⟨⋅⟩R,π ∝ exp (
√

2W π
M(α) ⋅ τ − π(1) ⋅ ττ⊺)dPM(τ)dR(α),(6.17)

and we denote by (τ,α) the canonical random variable under ⟨⋅⟩R,π. We will show that

the limit of E ⟨g(ττ ′⊺, α ∧ α′)⟩
○
N+M,x is related to E ⟨g(ττ ′⊺, α ∧ α′)⟩R,π for some π.

6.2. Cavity calculations per se.

6.2.1. Free-energy cavity calculation.

Proposition 6.1 (Free-energy cavity calculation). We have, uniformly over M,N ∈ N
and x ∈ [0,3]N

4×D(D+1)
2 ,

− (N +M)F
x
N+M(t, q) +NF

x
N(t, q) = AN(x) +O (M2N− 1

16 ) .

Proof. The argument consists in a rigorous justification of the expansion (6.1) and of a

similar expansion for HN . We keep writing ρ = (σ, τ) ∈ RD×(N+M), so that ρρ⊺ = σσ⊺+ττ⊺

and

W q
N+M(α) ⋅ ρ

d
= W̃ q

N(α) ⋅ σ +W q
M(α) ⋅ τ.

Using the Taylor expansion of ξ, the local Lipschitzness of ∇ξ, and ∣σσ
⊺

N − σσ⊺

N+M ∣ = O(MN ),
we get, for every ρ in the support of PN+M ,

(N +M)ξ (
ρρ⊺

N +M
) = (N +M)ξ (

σσ⊺

N +M
) +∇ξ (

σσ⊺

N
) ⋅ ττ⊺ +O (

M2

N
) ,

Nξ (
σσ⊺

N
) = (N +M)ξ (

σσ⊺

N +M
) +Mθ (

σσ⊺

N
) +O (

M2

N
) .

(6.18)
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These two relations yield, respectively,

EHN+M(ρ)HN+M(ρ′) = EH̃N(σ)H̃N(σ′) +E(Z(σ) ⋅ τ)(Z(σ′) ⋅ τ ′) +O (
M2

N
) ,

EHN(σ)HN(σ′) = EH̃N(σ)H̃N(σ′) +EY(σ)Y(σ′) +O (
M2

N
)

(6.19)

uniformly over ρ and ρ′ in the support of PN+M . Recalling Hx
N(σ,α) and Ȟx

N(σ,α)
in (6.5), we verify that

(6.20) (N +M)
− 1

8EȞx
N+M(ρ,α)Ȟx

N+M(ρ′, α′)

= N− 1
8EȞx

N(σ,α)Ȟx
N(σ′, α′) +O (MN− 1

8 ) .

Using again that ρρ′⊺ = σσ′⊺ + ττ ′⊺, we see that the second term on the right-hand side
in (6.5) satisfies

(N +M)
− 1

16

D(D+1)/2
∑
i=1

xiei ⋅ ρρ
⊺
= N− 1

16

D(D+1)/2
∑
i=1

xiei ⋅ σσ
⊺
+O (MN− 1

16 ) .(6.21)

We want to insert the above relations into

− (N +M)F
x
N+M(t, q) +NF

x
N(t, q)

= E log∬ exp (Ht,q
N+M(ρ,α) + (N +M)

− 1
16Hx

N+M(ρ,α))dPN+M(ρ)dR(α)

−E log∬ exp (Ht,q
N (σ,α) +N− 1

16Hx
N(σ,α))dPN(σ)dR(α) =∶ I0 − II0.

Recalling ⟨⋅⟩N,x in (6.9), we rewrite AN(x) in (6.14) as

AN(x) = E log∬ exp (U(σ,α, τ) + H̃t,q
N (σ,α) +N− 1

16Hx
N(σ,α))dPN+M(σ, τ)dR(α)

−E log∬ exp(
√

2tY(σ) − tMθ (
σσ⊺

N
) + H̃t,q

N (σ,α) +N− 1
16Hx

N(σ,α))dPN(σ)dR(α)

=∶ I1 − II1.

Note that all the Hamiltonians are of the form G(s) +D(s) where the first term G(s) is
centered Gaussian, the second term D(s) is deterministic, and s is (ρ,α) or (σ,α). To
compare I0 with I1 and II0 with II1, we consider two interpolations of the form

ϕ(r) ∶= E log∫ exp (
√

1 − rG0
(s) + (1 − r)D0

(s) +
√
rG1

(s) + rD1
(s))dP(s),

where G0 and G1 are independent and P is PN+M⊗R or PN⊗R. For the first interpolation
between I0 and I1, we take

G0
(s) +D0

(s) =Ht,q
N+M(ρ,α) +N− 1

16Hx
N+M(ρ,α),(6.22)

G1
(s) +D1

(s) = U(σ,α, τ) + H̃t,q
N (σ,α) +N− 1

16Hx
N(σ,α).(6.23)

We understand that the Gaussian fields Hx
N+M and Hx

N appearing in (6.22) and (6.23)
respectively are independent. For the second interpolation, between II0 and II1, we take

G0
(s) +D0

(s) =Ht,q
N (σ,α) +N− 1

16Hx
N(σ,α),(6.24)

G1
(s) +D1

(s) =
√

2tY(σ) − tMθ (
σσ⊺

N
) + H̃t,q

N (σ,α) +N− 1
16Hx

N(σ,α).(6.25)

To remain faithful with what we announced, we should take the Gaussian fields Hx
N(σ,α)

appearing in (6.24) and (6.25) to be independent. This is of course not necessary here,
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and taking them to be equal is just as convenient; this can be phrased in our setting by
absorbing this term into the definition of P.

We control ∣ϕ(1) − ϕ(0)∣ by computing the derivative

d

dr
ϕ(r) = E ⟨

1

2
√
r
G1

(s) −
1

2
√

1 − r
G0

(s) +D1
(s) −D0

(s)⟩
r

,

where ⟨⋅⟩r is the Gibbs measure naturally associated with the free energy expression
defining ϕ(r). We use Gaussian integration by parts (e.g. [37, Theorem 4.6]) to get

d

dr
ϕ(r) = E ⟨V(s, s) −V(s, s′) +D1

(s) −D0
(s)⟩

r
,

where s′ is an independent copy of s under ⟨⋅⟩r, and

V(s, s′) ∶=
1

2
(EG1

(s)G1
(s′) −EG0

(s)G0
(s′)) .(6.26)

We can then bound V and D1−D0 using the estimates in (6.18), (6.19), (6.20), and (6.21).

For both interpolations, we have ∣ d
drϕ(r)∣ = O(M2N− 1

16 ) where M2 comes from (6.18)

and (6.19), and N− 1
16 comes from (6.20) and (6.21). �

Lemma 6.2 (Cascade representation of P). For each p ∈ Q∞, conditionally on R and
on the event where U = suppR satisfies (4.2), we define the following independent centered
Gaussian processes indexed by α ∈ U:

● let Z(α) = (Z1(α), . . . , ZM(α)) be an M-tuple of independent RD-valued centered
Gaussian vectors Zi(α) with covariance EZi(α)Zi(α′)⊺ = ∇ξ(p (α ∧ α′));

● let Y (α) be real-valued with covariance EY (α)Y (α′) =Mθ(p (α ∧ α′)).

Letting also

V (α, τ) ∶=
√

2tZ(α) ⋅ τ − t∇ξ (p(1)) ⋅ ττ⊺ +
√

2W q
M(α) ⋅ τ − q(1) ⋅ ττ⊺,

we have

(6.27) −MPt,q(p) = E log∬ exp (V (α, τ))dPM(τ)dR(α)

−E log∫ exp (
√

2tY (α) − tMθ (p(1)))dR(α).

Proof. We denote the right-hand side of (6.27) by I − II. We have

√
2tZ(α) +

√
2W q

M(α)
d
=
√

2W
q+t∇ξ(p)
M (α),

and thus

I = −MFM(0, q + t∇ξ(p)) = −Mψ(0, q + t∇ξ(p)),

where we used Proposition 3.2 in the last equality.

To compute II, we assume that p is a step function; the general case can be recovered by
approximation (one can verify that II is continuous in p by a similar argument to that for

the continuity in q of FN from Proposition 5.1). Hence, we assume that p = ∑kl=1 pl1[sl−1,sl)
for 0 = s0 < s1 < ⋅ ⋅ ⋅ < sk = 1 and 0 ⩽ p0 ⩽ p1 ⩽ ⋯ ⩽ pk. For brevity, we also write θ̃ ∶= 2tMθ.
Following the computation of the second term in [77, Lemma 3.1] (comparing the second

term in [77, (3.11)] with that in [77, (3.15)]; substituting sl, pl, θ̃ for ζp, qp, θ therein), we
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obtain that

E log∫ exp
√

2tY (α)dR(α) =
1

2

k−1

∑
l=0

sl (θ̃(pl+1) − θ̃(pl))

=
1

2
(−

k

∑
l=1

(sl − sl−1)θ̃(pl) + skθ̃(pk) − s0θ̃(p0)) =
1

2
(−∫

1

0
θ̃(p(s))ds + θ̃(p(1))) ,

which yields

II = E log∫ exp
√

2tY (α)dR(α) − tMθ(p(1)) = −tM ∫

1

0
θ(p(s))ds.

Comparing I and II with the definition of Pt,q(p) in (6.15), we get the desired result. �

6.2.2. Gibbs-average cavity calculation. Recall ⟨⋅⟩
○
N,x in (6.7) and ⟨⋅⟩

⋆
N+M,x in (6.16).

Proposition 6.3 (Gibbs-average cavity calculation). For every continuous function

g ∶ RD×D ×R→ R, we have uniformly over M,N ∈ N and x ∈ [0,3]N
4×D(D+1)

2 that

E ⟨g (ττ ′⊺, α ∧ α′)⟩
○
N+M,x

= E ⟨g (ττ ′⊺, α ∧ α′)⟩
⋆
N+M,x

+O (M2N− 1
16 ) .

Proof. We use the estimates in the proof of Proposition 6.1 and a similar interpolation
computation. We write Θ ∶= g (ττ ′⊺, α ∧ α′), s ∶= (ρ,α), and P ∶= PN+M ⊗R. We rewrite
⟨⋅⟩

○
N+M,x and ⟨⋅⟩

⋆
N+M,x as follows,

⟨⋅⟩
○
N+M,x ∝ exp (G0

(s) +D0
(s))dP(s),

⟨⋅⟩
⋆
N+M,x ∝ exp (G1

(s) +D1
(s))dP(s),

where Gi(s) collects centered Gaussian terms, Di(s) collects deterministic terms in the
respective Hamiltonians, and they satisfy

G0
(s) +D0

(s) =Ht,q
N+M(ρ,α) + (N +M)

− 1
16Hx

N+M(ρ,α),

G1
(s) +D1

(s) = H̃t,q
N (σ,α) +U(σ,α, τ) +N− 1

16Hx
N(σ,α).

Again we understand that Hx
N+M and Hx

N are independent here. For every r ∈ [0,1], we
define the interpolating Gibbs measure

⟨⋅⟩r ∝ exp (
√

1 − rG0
(s) +

√
rG1

(s) + (1 − r)D0
(s) + rD1

(s))dP(s),

and we set ϕ(r) ∶= E ⟨Θ⟩r. We aim to show that ∣ d
drϕ(r)∣ = o(1) uniformly in r. Notice

that Θ depends on two independent copies of s, which we denote by s1 and s2. We also
give ourselves s3 and s4 two additional independent copies of s. We write the Gibbs
measure in the definition of ϕ(r) explicitly as a ratio and differentiate to obtain that
d
drϕ(r) is the E-expectation of the ⟨⋅⟩r-covariance between Θ and

1

2
√
r
(G1

(s1
)+G1

(s2
))−

1

2
√

1 − r
(G0

(s1
)+G0

(s2
))+D1

(s1
)+D1

(s2
)−D0

(s1
)−D0

(s2
).

We can rewrite this covariance as a Gibbs average by utilizing the additional variable s3.
We next perform a Gaussian integration by parts as in e.g. [37, Theorem 4.6] to obtain a
Gibbs average of the form

d

dr
ϕ(r) = E ⟨Θ

⎛

⎝

4

∑
i,j=1

ci,jV
i,j
+

3

∑
i=1

ciU
i⎞

⎠
⟩

r

,

where

Vi,j
= E [G1 (si)G1 (sj) −G0 (si)G0 (sj)] , Ui

= D1 (si) −D0 (si) ,
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and (ci,j)
4
i,j=1 and (ci)

3
i=1 are absolute constants. Then, we can use the estimates (6.18),

(6.19), (6.20), and (6.21) to see that ∣Vi,j ∣ and ∣Ui∣ are O (M2N− 1
16 ). Since Θ is also

bounded a.s., we deduce ∣ d
drϕ(r)∣ = O (M2N− 1

16 ) uniformly in r. The desired result thus

follows. �

6.2.3. Other useful interpolation estimates. We now collect two more useful estimates
that are obtained using similar arguments. Recall F

x
N(t, q) in (6.6) and F̃ xN(t, q) in (6.8).

Lemma 6.4 (Control of perturbative part). For each fixed M ∈ N, we have

lim
N→∞

sup
x

∣F
x
N(t, q) − FN(t, q)∣ = 0, lim

N→∞
sup
x

∣F̃ xN(t, q) − FN(t, q)∣ = 0,

where the suprema are over x ∈ [0,3]N
4×D(D+1)

2 .

Proof. We use a similar interpolation as in the proof of Proposition 6.1. We recall the
normalizing factor 1

N in the definition of the free energy. The first convergence follows

from the interpolation and the presence of N− 1
16 in front of Hx

N . The second convergence
follows from these facts and, additionally, the second line in (6.19) together with the
boundedness of EY(σ)Y(σ′). �

Lemma 6.5 (Regularity in N of the free energy). There exists C < +∞ such that for
every N,M ∈ N, t ⩾ 0 and q ∈ Q1,

∣NFN(t, q) − (N +M)FN+M(t, q)∣ ⩽ CM (t + ∣q∣L1) .

Proof. Let us first assume that q ∈ Q∞. As before, we write ρ = (σ, τ), and carry out an
interpolation computation. Let s ∶= (ρ,α), and P ∶= PN+M ⊗R. We set

G0
(s) +D0

(s) =Ht,q
N+M(ρ,α), G1

(s) +D1
(s) =Ht,q

N (σ,α)

where Gi(s) collects centered Gaussian terms and Di(s) collects deterministic terms. For
every r ∈ [0,1], we set

ϕ(r) ∶= E log∫ exp (
√

1 − rG0
(s) + (1 − r)D0

(s) +
√
rG1

(s) + rD1
(s))dP(s).

We have ϕ(0) = (N +M)FN+M(t, q) and ϕ(1) = NFN(t, q). Again, using Gaussian
integration by parts, we get

d

dr
ϕ(r) = E ⟨V(s, s) −V(s, s′) +D1

(s) −D0
(s)⟩

r

for V given in (6.26), and where ⟨⋅⟩r is the corresponding Gibbs measure. This time, we
bound V and D1 −D0 using

Ntξ (
σσ′⊺

N
) = (N +M)tξ (

ρρ′⊺

N +M
) +O(M)t,

q (α ∧ α′) ⋅ σσ′⊺ = q (α ∧ α′) ⋅ ρρ′⊺ +O (M) ∣q (α ∧ α′)∣

uniformly in N . We get

∣
d

dr
ϕ(r)∣ ⩽ O(M) (1 +E ⟨∣q (α ∧ α′)∣⟩

r
) = O(M) (t + ∣q∣L1)

and the announced result follows for q ∈ Q∞. The full result follows by approximation
using Proposition 3.1. �

6.3. Overlap approximations. Recall the notation ≈ε in (4.9).
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6.3.1. Overlap approximations for the free-energy cavity calculation. We show that AN(x)
in (6.14) and −MPt,q(p) in (6.15) can be approximated by continuous functions of finitely
many entries in the overlap arrays. Recall R⩽n

N in (6.10), Q⩽n
p in (6.11), L∞⩽1 in (5.5), and

that ⟨⋅⟩R denotes the expectation with respect to the measure R⊗N.

Lemma 6.6. For every ε > 0, there exists n ∈ N and a bounded continuous function
Fε ∶ (RD×D ×RD×D)n×n → R such that the following two properties hold:

● AN(x) ≈ε E ⟨Fε (R
⩽n
N , q (R⩽n

α ))⟩
N,x

uniformly over N ∈ N and x ∈ [0,3]N
4×D(D+1)

2 ;

● −MPt,q(p) ≈ε E ⟨Fε (Q
⩽n
p , q (R⩽n

α ))⟩
R

uniformly over p ∈ Q ∩L∞⩽1.

In the above q acts entrywise (as p does in the definition of Qp).

Proof. We show that AN(x) and −MPt,q(p) have similar overlap structures as defined
in Definition 4.3, which will allow us to apply Proposition 4.4. Let Γ be a probability
measure on some separable Hilbert space X , and let R = (R1,R2) ∶ X ×X → RD×D ×R
be a measurable function satisfying ∣R1∣, ∣R2∣ ⩽ 1.

Assume that there are independent centered Gaussian processes indexed by ρ ∈ supp Γ:

● Z(ρ) = (Z1(ρ), . . . , ZM(ρ)) is an M -tuple of independent RD-valued centered Gauss-
ian vectors zi(ρ) with covariance EZi(ρ)Zi(ρ′)⊺ = ∇ξ (R1(ρ, ρ

′));
● W (ρ) = (w1(ρ), . . . ,wM(ρ)) is an M -tuple of independent RD-valued centered Gauss-

ian vectors wi(ρ) with covariance Ewi(ρ)wi(ρ′)⊺ = q (R2(ρ, ρ
′));

● Y (ρ) is real-valued with covariance EY (ρ)Y (ρ′) =Mθ(R1(ρ, ρ
′)).

We also assume a stochastic continuity property of these processes so that we can construct
jointly measurable versions of these as in Proposition 4.1. Writing ⟨⋅⟩Γ to denote the

expectation with respect to Γ⊗N, we consider

F1(Γ,R) ∶= E log ⟨∫ exp (
√

2tZ(ρ) ⋅ τ − t∇ξ (R1(ρ, ρ)) ⋅ ττ
⊺

+
√

2W (ρ) ⋅ τ − q(R2(ρ, ρ)) ⋅ ττ
⊺
)dPM(τ)⟩

Γ

,

F2(Γ,R) ∶= E log ⟨exp (
√

2tY (ρ) − tMθ (R1(ρ, ρ)))⟩
Γ
,

where E integrates the Gaussian randomness in Z(ρ), W (ρ) and Y (ρ). Comparing with
the expression for AN(x) in (6.14), we see that AN(x) is the average of F1(Γ,R)−F2(Γ,R)

with ( σ√
N
, α), RN , and ⟨⋅⟩N,x substituted for ρ, R, and ⟨⋅⟩Γ (this further averaging is

with respect to the randomness intrinsic to ⟨⋅⟩N,x itself). Using Lemma 6.2, we see that

−MPt,q(p) is the average of F1(Γ,R) −F2(Γ,R) with α, Qp, and R substituted for ρ,
R, and Γ.

We will apply Proposition 4.4 to F1(Γ,R) and F2(Γ,R). For F1(Γ,R), the correspond-
ing function C is C1 ∶R↦ 2t∇ξ(R1) + 2q(R2). One can also identify the corresponding
Lipschitz function g as an integral in τ . Note that there are M independent copies of the
RD-valued processes here. Proposition 4.4 is still applicable and we can approximate

F1(Γ,R) ≈ ε
2
E ⟨F1,ε(C1(R

⩽n1))⟩
Γ

for some n1 and some continuous F1,ε, where C1 acts entrywise.

For F2(Γ,R), the corresponding function C is C2 ∶ R ↦ Mθ(R1) and g is linear.
Proposition 4.4 is directly applicable and we obtain the approximation

F2(Γ,R) ≈ ε
2
E ⟨F2,ε(C2(R

⩽n2))⟩
Γ

for some n2 and some continuous F2,ε, where C2 acts entrywise.
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Since both ∇ξ and θ are continuous, we can absorb them into continuous functions to
get

F1(Γ,R) −F1(Γ,R) ≈ε E ⟨Fε(R
⩽n
1 , q(R⩽n

2 ))⟩
Γ
.

We emphasize that q cannot be absorbed because it is in general not continuous. For
simplicity, we also add the variable R2 (which forms R together with R1) and express the
approximating function as Fε(R

⩽n, q(R⩽n
2 )). In view of (6.10) and (6.11), for R being

RN or Qp, we have R2 = Rα in both cases. Hence, we arrive at the approximations of the
announced form. �

6.3.2. Overlap approximations for the Gibbs-average cavity calculation. In the same
fashion, we want to approximate E ⟨g(ττ ′⊺, α ∧ α′)⟩

⋆
N+M,x and E ⟨g(ττ ′⊺, α ∧ α′)⟩R,q+t∇ξ(p),

where the two Gibbs measures are defined in (6.16) and (6.17), respectively. Also, recall
the definition of ⟨⋅⟩N,x in (6.9), and that ⟨⋅⟩R denotes the expectation with respect to R⊗N.

Lemma 6.7. For every bounded continuous function g ∶ RD×D ×R→ R and every ε > 0,
there is n ∈ N and a bounded continuous function Fε ∶ (RD×D ×RD×D ×R)n×n → R such
that the following two properties hold:

● E ⟨g(ττ ′⊺, α ∧ α′)⟩
⋆
N+M,x ≈ε E ⟨Fε (R

⩽n
N , q (R⩽n

α ))⟩
N,x

uniformly over N,x;

● E ⟨g(ττ ′⊺, α ∧ α′)⟩R,q+t∇ξ(p) ≈ε E ⟨Fε (Q
⩽n
p , q (R⩽n

α ))⟩
R

uniformly over p ∈ Q ∩L∞⩽1.

Again, q acts entrywise.

Proof. Comparing the definition of ⟨⋅⟩
⋆
N+M,x and that of ⟨⋅⟩N,x, we can rewrite

E ⟨g (ττ ′⊺, α ∧ α′)⟩
⋆
N+M,x

= E
⟨∬ g (ττ ′⊺, α ∧ α′) eU(σ,α,τ)+U(σ′,α′,τ ′)dP1(τ)dP1(τ

′)⟩
N,x

⟨∬ eU(σ,α,τ)+U(σ′,α′,τ ′)dP1(τ)dP1(τ ′)⟩N,x
(6.28)

for U given in (6.13). Similarly, we can rewrite

E ⟨g (ττ ′⊺, α ∧ α′)⟩
R,q+t∇ξ(p)

= E
⟨∬ g (ττ ′⊺, α ∧ α′) eV (α,τ)+V (α′,τ ′)dP1(τ)dP1(τ

′)⟩
R

⟨∬ eV (α,τ)+V (α′,τ ′)dP1(τ)dP2(τ ′)⟩R
(6.29)

where V (α, τ) is in Lemma 6.2 and satisfies V (α, τ)=
√

2tZ(α) ⋅ τ − t∇ξ (p(1)) ⋅ ττ⊺ +√
2W q

M(α) ⋅ τ − q(1) ⋅ ττ⊺.

In the formalism of Definition 4.3, we can see that (6.28) and (6.29) are expressed in the
same overlap and covariance structure. Here, Γ corresponds to ⟨⋅⟩N,x and R; R = (R1,R2)

(which is RD×D ×R-valued) corresponds to RN and Qp; and C is R↦ 2t∇ξ(R1)+2q(R2).

To apply Proposition 4.4, let us first assume that g does not depend on ττ ′⊺. Then,
we can identify the function g as an integral in τ and set h = g so that both (6.28)
and (6.29) can be rewritten as the left-hand side of (4.11). Applying Proposition 4.4, we
can approximate (6.28) and (6.28) by

E ⟨g (R1,2
2 )Fε (C(R

⩽n
))⟩

Γ

for some n ∈ N and continuous Fε, where we used the observation thatR2 = Rα forR being
either RN or Qp (see (6.10) and (6.11)). Since the functions g and ∇ξ in the definition
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of C are continuous, we can absorb them into Fε so that the above approximating term
becomes

E ⟨Fε (R
⩽n, q (R⩽n

2 ))⟩
Γ
,

as announced. Since q is not continuous in general, it cannot be absorbed.

If g depends on ττ ′⊺, then Proposition 4.4 is not directly applicable. Nevertheless, we
can easily modify the approximation argument in its proof to get the same result. �

6.4. Ghirlanda–Guerra identities. Recall the notation of overlaps in (6.10). We
denote by Ex the expectation under which x is an i.i.d. sequence of uniform random
variables over [1, 2]. For N ∈ N, integer n ⩾ 2, h ∈ N4, and a bounded measurable function

f ∶ (RD×D ×R)
n×n

→ R, we define, for ⟨⋅⟩ = ⟨⋅⟩N,x in (6.9),

∆x
N(f , n, h) = ∣E ⟨f (R⩽n

N )R1,n+1
N,h ⟩ −

1

n
E ⟨f (R⩽n

N )⟩E ⟨R1,2
N,h⟩ −

1

n

n

∑
l=2

E ⟨f (R⩽n
N )R1,l

N,h⟩∣ .

(6.30)

In (6.30) and throughout, E integrates the Gaussian randomness in the Hamiltonian and
the randomness in R. In particular, it does not integrate x.

Proposition 6.8. The following holds:

(1) limN→∞ExE ⟨∣R1,1
N,σ −E ⟨R1,1

N,σ⟩N,x
∣⟩
N,x

= 0;

(2) limN→∞Ex∆x
N(f , n, h) = 0 for every n, h, and f .

We start with a lemma which leads to part (1) of the proposition. We recall the
notation for the coordinates of x in (6.4).

Lemma 6.9. There exists a constant C < +∞ not depending on x such that, for every
i ∈ {1, . . . ,D(D + 1)/2},

∫

2

1
E ⟨∣ei ⋅ σσ

⊺
−E ⟨ei ⋅ σσ

⊺⟩∣⟩
N,x

dxi ⩽ CN
25
32 .

Proof. We write ⟨⋅⟩ = ⟨⋅⟩N,x. Fixing any x except for the entry xi, we set

ϕ(xi) ∶= log∬ exp (H̃t,q
N (σ,α) +N− 1

16Hx
N(σ,α))dPN(σ)dR(α)

and φ(xi) ∶= Eϕ(xi). We compute the derivatives:

ϕ′(xi) = N
− 1

16 ⟨ei ⋅ σσ
⊺⟩ , ϕ′′(xi) = N

− 1
8 ⟨(ei ⋅ σσ

⊺
)

2
− ⟨ei ⋅ σσ

⊺⟩
2
⟩ ,

φ′(xi) = N
− 1

16E ⟨ei ⋅ σσ
⊺⟩ , φ′′(xi) = N

− 1
8E ⟨(ei ⋅ σσ

⊺
)

2
− ⟨ei ⋅ σσ

⊺⟩
2
⟩ .

Since ∣ei ⋅ σσ
⊺∣ ⩽ N , we have, for all xi ∈ [0,3],

∣φ′(xi)∣ ⩽ N
15
16 .(6.31)

Integrating φ′′(xi) over xi ∈ [1,2] yields

∫

2

1
E ⟨(ei ⋅ σσ

⊺
)

2
− ⟨ei ⋅ σσ

⊺⟩
2
⟩ dxi = N

1
8 (φ′(2) − φ′(1)) ⩽ 2N

17
16 .

By a concentration argument such as [77, Theorem 1.2], we have

sup
x

E∣ϕ −Eϕ∣ ⩽ CN
1
2

for some constant C < +∞. Defining

δ ∶= ∣ϕ(xi + yi) − φ(xi + yi)∣ + ∣ϕ(xi − yi) − φ(xi − yi)∣ + ∣ϕ(xi) − φ(xi)∣,
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we thus have ∫
2

1 δdxi ⩽ CN
1
2 for all yi ∈ [0,1]. By Hölder’s inequality (as in e.g. [37,

Exercise 2.3]), the functions ϕ and φ are convex. By [77, Lemma 3.2], we can obtain from
basic properties of convex functions that

∣ϕ′(xi) − φ
′
(xi)∣ ⩽ φ

′
(xi + yi) − φ

′
(xi − yi) +

δ

yi
.

Using (6.31) and the mean value theorem, we get

∫

2

1
(φ′(xi + yi) − φ

′
(xi − yi))dxi = φ(2 + yi) − φ(2 − yi) − φ(1 + yi) + φ(1 − yi) ⩽ 4N

15
16 yi.

Therefore,

∫

2

1
E∣ϕ′(xi) − φ

′
(xi)∣dxi ⩽ 4N

15
16 yi +

CN
1
2

yi
.

Inserting the expressions of ϕ′ and φ′ and setting yi = N
− 7

32 , we get the desired result. �

Proof of Proposition 6.8. We write ⟨⋅⟩ = ⟨⋅⟩N,x. The previous lemma implies that

∫

2

1
E ⟨∣ei ⋅

σσ⊺

N
−E ⟨ei ⋅

σσ⊺

N
⟩∣⟩dxi ⩽ CN

− 7
32

for every i ∈ {1, . . .D(D + 1)/2}. Since {ei}
D(D+1)/2
i=1 is an orthonormal basis, we deduce

that

lim
N→∞∫[1,2]D(D+1)/2

E ⟨∣
σσ⊺

N
−E ⟨

σσ⊺

N
⟩∣⟩dx = 0,

which proves Proposition 6.8 (1).

To prove the second part, we proceed as in [77, Theorem 3.3] (with h, N
7
16 , N

1
2 ,

N− 1
2xhchH

h
N(σ,α) substituted for p, s, νN(s), gp(σ) therein) to get that for every h,

there is a constant Ch such that

∫

2

1
E ⟨∣Hh

N −E ⟨Hh
N ⟩∣⟩dxh ⩽ ChN

3
4 .

Let f be bounded and measurable and write f = f(R⩽n). Without loss of generality, we
assume ∥f∥∞ ⩽ 1. Then

∣E ⟨fHh
N ⟩ −E ⟨f⟩E ⟨Hh

N ⟩∣ ⩽ E ⟨∣Hh
N −E ⟨Hh

N ⟩∣⟩ .

For brevity, we omit the subscript N from overlaps. By the Gaussian integration by parts
in e.g. [37, Theorem 4.6], we have

E ⟨fHh
N ⟩ −E ⟨f⟩E ⟨Hh

N ⟩

= xhchN
15
16 (E ⟨f (

n

∑
`=1

R1,`
h − nR1,n+1

h )⟩ +E ⟨f⟩E ⟨R1,2
h −R1,1

h ⟩) .

The above three displays yield

Ex ∣nE ⟨fR1,n+1
h ⟩ −E ⟨f⟩E ⟨R1,2⟩ −

n

∑
`=2

E ⟨fR1,`
h ⟩∣ ⩽ ExE ⟨∣R1,1

h −E ⟨R1,1
h ⟩∣⟩ +ChN

− 3
16 .

Since R1,1
α = 1 and R1,1

σ is bounded, there exists a constant C ′
h < +∞ such that

∣R1,1
h −R2,2

h ∣ ⩽ C ′
h ∣R

1,1
σ −R2,2

σ ∣ and thus

E ⟨∣R1,1
h −E ⟨R1,1

h ⟩∣⟩ ⩽ E ⟨∣R1,1
h −R2,2

h ∣⟩ ⩽ C ′
hE ⟨∣R1,1

σ −R2,2
σ ∣⟩

⩽ 2C ′
hE ⟨∣R1,1

σ −E ⟨R1,1
σ ⟩∣⟩ .
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Taking Ex in this display, by Proposition 6.8 (1), we see that the right-hand side vanishes
as N →∞. Inserting this into the previous display, we get Proposition 6.8 (2). �

6.5. Identifying the limits. Let ∆x
N(f , n, h) be as given in (6.30). We enumerate as

((fj , nj , hj))j∈N all the triples (f , n, h) where f ∶ (RD×D ×R)
n×n

→ R is a monomial (with

coefficient 1), n ∈ N, h ∈ N4. Then, we modify each fj in two steps: first, since R⩽n

is bounded, we can adjust fj outside a bounded set to make it bounded; secondly, we

rescale fj to make sure that ∆x
N(fj , nj , hj) ⩽ 1. For each N ∈ N and x ∈ [0,3]N

4×D(D+1)
2 ,

we set

∆N(x) ∶= E ⟨∣R1,1
N,σ −E ⟨R1,1

N,σ⟩N,x
∣⟩
N,x

+
∞
∑
j=1

2−j∆x
N(fj , nj , hj).(6.32)

We denote by K the convex hull of the set{ττ⊺ ∶ τ ∈ suppP1} .(6.33)

The set K is closed, is such that K ⊆ SD+ , and we recall from (3.12) that we have ∣a∣ ⩽ 1 for
every a ∈ K. Recall the definitions of RN in (6.10), AN(x) in (6.14), Pt,q in (6.15), ⟨⋅⟩N,k
in (6.9), ⟨⋅⟩○N,x in (6.7), and ⟨⋅⟩R,π in (6.17). Whenever we speak of the convergence in law
of an overlap array, we always mean this in the sense of finite-dimensional distributions.

Proposition 6.10. We fix M ∈ N and (t, q) ∈ R+ × Q∞, and suppose that there is a
sequence (Nk, xk)k∈N such that limk→∞Nk = +∞ and limk→∞ ∆Nk

(xk) = 0. Then, there
are a subsequence (N ′

k, x
′
k)k∈N, p ∈ Q ∩L∞⩽1, and a ∈ K satisfying a ⩾ p such that

(1) RN ′

k
under E ⟨⋅⟩N ′

k
,x′

k
converges in law to

(Q`,`
′

p 1`≠`′ + (a,1)1`=`′)
`,`′∈N

under E ⟨⋅⟩R as k tends to infinity;

(2) we have limk→∞AN ′

k
(x′k) = −MPt,q(p);

(3) for every bounded continuous g ∶ RD×D ×R→ R,

lim
k→∞

E ⟨g (ττ ′⊺, α ∧ α′)⟩
○
N ′

k
+M,x′

k

= E ⟨g (ττ ′⊺, α ∧ α′)⟩
R,q+t∇ξ(p) .

In the statement of Proposition 6.10, when we say that (N ′
k, x

′
k)k∈N is a subsequence,

we mean that limk→∞N
′
k = +∞ and that {(N ′

k, x
′
k) ∣ k ∈ N} ⊆ {(Nk, xk) ∣ k ∈ N}.

We define the quantile function κ ∶ [0,1) → R of a real-valued random variable X as
the right-continuous increasing function satisfying

Eg(X) = ∫

1

0
g(κ(s))ds

for every bounded measurable function g ∶ R→ R. We can obtain κ by taking the right-
continuous inverse of the probability distribution function of X. Consistently with (4.3),
we also set κ(1) ∶= lims↗1 κ(s) whenever κ is bounded.

Proof of Proposition 6.10. We denote by Rdiag
N ∶= (R`,`N )

`∈N
the diagonal part consisting of

self-overlaps, and by Roff
N ∶= (R`,`

′

N )
`≠`′

the off-diagonal part. We will use similar notation

for the diagonal and off-diagonal parts of other overlap arrays.

Part (1). Since R1,1
N,σ ∈ S

D
+ and ∣R1,1

N,σ∣ ⩽ 1, we can extract a subsequence (N ′
k, x

′
k)k∈N from

(Nk, xk)k∈N such that

lim
k→∞

E ⟨R1,1
N ′

k
,σ
⟩
x′
k

= z(6.34)
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for some z ∈ SD+ . Since each R`,`
′

N is bounded, by passing to a further subsequence, we
can assume that

RN ′

k
under E ⟨⋅⟩N ′

k
,x′

k
converges in law to R∞ as k tends to infinity,(6.35)

for some random array R∞ (and in the sense of finite-dimensional distributions). We
will show that the law of R∞ has a natural representation under E ⟨⋅⟩R. We write

R`,`
′

∞ ∶= (R`,`
′

∞,σ,R
`,`′
∞,α) where R`,`

′

∞,● is the limit of R`,`
′

N,● with ● being σ or α. For R`,`
′

∞ , the

subscripts σ and α are purely symbolic.

First, we determine Rdiag
∞ . Due to the first term on the right of (6.32), the assumption

limk→∞ ∆Nk
(xNk) = 0 ensures the concentration of R`,`N,σ. Also, it is clear from R`,`N,α = 1

that R`,`∞,α = 1, which together with (6.34) yields that Rdiag
∞ is deterministic and

R`,`∞ = (z,1) ∀` ∈ N.(6.36)

Next, we determine Roff
∞ . The same assumption on ∆Nk

(xNk) also ensures that R∞
satisfies the Ghirlanda–Guerra identities. Panchenko’s synchronization result [82, The-
orem 4] guarantees the existence of a Lipschitz function Ψ ∶ R+ → SD+ × R+ satisfying
Ψ(s) ⩾ Ψ(s′) for all s ⩾ s′ such that

R`,`
′

∞ = Ψ (tr (R`,`
′

∞ )) a.s. ∀`, `′ ∈ N,(6.37)

where we used the shorthand tr (R`,`
′

∞ ) ∶= tr (R`,`
′

∞,σ) +R
`,`′
∞,α.

To proceed, we determine the distribution of tr (R`,`
′

∞ ). We denote the quantile function

of tr (R1,2
∞ ) by κ. The assumption limk→∞ ∆Nk

(xNk) = 0 implies that the Ghirlanda–

Guerra identities hold for (tr (R`,`
′

∞ ))
`,`′∈N

. Using the Dovbysh–Sudakov representation in

[77, Theorem 1.7] together with the characterization of Poisson–Dirichlet cascades by the

overlap distribution in [77, Theorems 2.13 and 2.17], we deduce that (tr (R`,`
′

∞ ))
`≠`′

has

the same law as the overlap array associated with a Poisson–Dirichlet cascade, and this
cascade must be such that the quantile function of one overlap is κ. Using this and (6.36),
we set r ∶= tr(z) + 1 so that

tr (R`,`
′

∞ ) = κ (α` ∧ α`
′

)1`≠`′ + r1`=`′ ,(6.38)

where (α`)
`∈N is sampled from ⟨⋅⟩R. To be precise, we have argued that the two sides

of (6.38) have the same law, jointly over `, `′ ∈ N, where the law of the right-hand side is
under E ⟨⋅⟩R. Since so far we had only specified the law of R∞ but not its realization itself,

we may as well choose the probability space to be that for E⟨⋅⟩R and realize tr (R`,`
′

∞ )

according to (6.38); the full array R∞ is then specified according to (6.37), and we get
the representation

R`,`
′

∞ = Ψ (κ (α` ∧ α`
′

)1`≠`′ + r1`=`′) , ∀`, `′ ∈ N.(6.39)

In order to simplify (6.39), we write Ψ =∶ (Ψσ,Ψα) so that Ψσ is SD+ -valued and Ψα is
R+-valued. By the invariance of Poisson–Dirichlet cascades from Proposition 4.8, we

have that R`,`
′

N,α under E ⟨⋅⟩N,x has the same law as α` ∧α`
′

under E ⟨⋅⟩R. Therefore, R`,`
′

∞,α

must also have the same law, which means that Ψα(κ(α
` ∧ α`

′

)) is uniformly distributed

over [0,1] under E ⟨⋅⟩R for ` ≠ `′. Since α` ∧ α`
′

is itself uniform over [0,1] and Ψ ○ κ is
increasing and right-continuous, we must have

Ψα(κ(s)) = s, ∀s ∈ [0,1].
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Thus, we can simplify (6.39) into

R`,`
′

∞ = (Ψσ (κ (α` ∧ α`
′

)1`≠`′ + r1`=`′) , α` ∧ α`
′

), ∀`, `′ ∈ N.(6.40)

Before concluding, we show that

κ(s) ⩽ r, ∀s ∈ [0,1].(6.41)

Note that (6.37) implies that R`,`
′

∞,σ ∈ SD+ for ` ≠ `′. The Cauchy–Schwarz inequality

implies that v ⋅R`,`
′

N,σv ⩽
1
2v ⋅ (R

`,`
N,σ +R

`′,`′

N,σ) v for every v ∈ RD, which yields

R`,`
′

∞,σ ⩽
1

2
(R`,`∞,σ +R

`′,`′

∞,σ) .(6.42)

Taking the trace on both sides of (6.42) and using (6.38), we get

κ (α` ∧ α`
′

) ⩽ r.

Since α` ∧ α`
′

is uniformly distributed on [0,1] for ` ≠ `′ and κ is right-continuous, we
arrive at (6.41).

We set p ∶= Ψσ ○ κ and a ∶= Ψσ(r). Since a is the subsequential limit of σσ⊺

N , we have

that a belongs to the set K defined in (6.33), and in particular a ∈ SD+ and ∣a∣ ⩽ 1. Since
the function Ψσ is increasing, the inequality (6.41) implies that p ⩽ a. Since κ, as a
quantile function, is also increasing, we have p ∈ Q. Notice that, for y, y′ ∈ SD+ satisfying
y ⩾ y′, we have (y + y′) ⋅ (y − y′) ⩾ 0 and thus ∣y∣2 ⩾ ∣y′∣2. This along with p ⩽ a gives
∣p∣L∞ ⩽ ∣a∣ ⩽ 1. We have thus verified the conditions on p and a stated in the proposition.
Part (1) follows from (6.35) and the representation in (6.40).

Part (2). Due to the possibility that r > κ(1), in general, a representation of R∞ as a
Poisson–Dirichlet cascade might be off on the diagonal. To circumvent this, we build a
sequence of Poisson–Dirichlet cascades whose overlap arrays approximate R∞ arbitrarily
closely. Allowed by (6.41), we can choose a sequence (κm)m∈N of right-continuous
increasing step functions from [0, 1) to [0, r] that converges to κ in L1([0, 1);R) as m tends
to infinity. For each m ∈ N, we can also impose that lims↗1 κm(s) = r while preserving the
properties mentioned in the previous sentence. As usual, we set κm(1) ∶= lims↗1 κm(s),
and thus have κm(1) = r. Setting pm ∶= Ψσ ○ κm, we have that pm ∈ Q∞ and

pm(1) = Ψσ(r), lim
m→∞

∣pm − p∣L1 = 0.(6.43)

For each m, we consider Qpm defined in (6.11). Notice that, from our choice of p and (6.40),

we have (Q`,`
′

p )
`≠`′

= (R`,`
′

∞ )
`≠`′

.

By the second property in (6.43) and the continuity of Poisson–Dirichlet cascades in the

overlap distribution ([37, Corollary 5.32] or [77, Theorem 2.17]), we deduce that (Q`,`
′

pm)
`≠`′

converges in law to (Q`,`
′

p )
`≠`′

= (R`,`
′

∞ )
`≠`′

under E ⟨⋅⟩R. Due to the first property in (6.43),

we have Q`,`pm = R`,`∞ , which is deterministic. We thus obtain that, under E ⟨⋅⟩R,

Qpm converges in law to R∞ as m tends to infinity.(6.44)

In order to proceed, we would like to improve upon the convergences in (6.35) and (6.44)
into

(6.45) (RN ′

k
, q(Rα)) under E ⟨⋅⟩N ′

k
,x′

k
converges in law

to (R∞, q(Rα)) under E ⟨⋅⟩R as k tends to infinity,
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and, under E ⟨⋅⟩R,

(6.46) (Qpm , q(Rα)) converges in law to (R∞, q(Rα)) as m tends to infinity.

These convergences can be obtained by appealing to the continuous mapping theorem as
in the proof of Proposition 4.8: in short, the off-diagonal elements of Rα are uniformly
distributed over [0,1], so they have probability zero to belong to the set of points of
discontinuity of q.

We now fix any ε > 0 and recall the notation ≈ε from (4.9). For the function Fε given by
Lemma 6.6 and using the convergences in law in (6.45) and (6.46), we have for sufficiently
large k and m that

AN ′

k
(x′k)

6.6
≈ε E ⟨Fε (R

⩽n
N ′

k
, q (R⩽n

α ))⟩
N ′

k
,x′

k

(6.45)
≈ε E ⟨Fε (R

⩽n
∞ , q (R⩽n

σ ))⟩
R

(6.46)
≈ε E ⟨Fε (Q

⩽n
pm , q (R

⩽n
α ))⟩

R

6.6
≈ε −MPt,q(pm).

The symbol ≈ε does not define a transitive relation, and cumulatively we obtain an error
of 4ε between the first and the last term in the string of approximate equalities. Recall
the expression of Pt,q in (6.15). These along with (6.43) and the Lipschitzness of ψ from
Corollary 5.2 imply limm→∞Pt,q(pm) = Pt,q(p). Hence, sending k and m to infinity, we
get

lim inf
k→∞

AN ′

k
(x′k) ≈4ε −MPt,q(p) ≈4ε lim sup

k→∞
AN ′

k
(x′k) .

Sending ε to zero, we obtain part (2).

Part (3). Recall ⟨⋅⟩
⋆
N+M,x in (6.16). For every k ∈ N and p′ ∈ Q∞, we write

r(k) ∶= E ⟨g (ττ ′⊺, α ∧ α′)⟩
⋆
N ′

k
+M,x′

k

, r (p′) ∶= E ⟨g (ττ ′⊺, α ∧ α′)⟩
R,q+t∇ξ(p′) .

For every ε > 0, we denote by Fε the function given by Lemma 6.7 and we use (6.45) and
(6.46) to get that, for every sufficiently large k and m,

r(k)
6.7
≈ε E ⟨Fε (R

⩽n
N ′

k
, q (R⩽n

α ))⟩
N ′

k
,x′

k

(6.45)
≈ε E ⟨Fε (R

⩽n
∞ , q (R⩽n

α ))⟩
R

(6.46)
≈ε E ⟨Fε (Q

⩽n
pm , q (R

⩽n
α ))⟩

R

6.7
≈ε r (pm) .

Using the second property in (6.43) and a computation similar to the one in (5.11), we
have limm→∞ r (pm) = r(p). Therefore, sending m and k to infinity and then ε to zero,
we obtain that limk→∞ r(k) = r(p). Lemma 6.3 allows us to replace ⟨⋅⟩

⋆
N ′

k
+M,x′

k
in r(k) by

⟨⋅⟩
○
N ′

k
+M,x′

k
in the limit. Hence, part (3) follows. �

6.6. Corollaries. We now combine Propositions 6.8 and 6.10. Recall the definition
of ⟨⋅⟩N,x in (6.7), and that ⟨⋅⟩R denotes the expectation with respect to R⊗N. Recall

also Pt,q from (6.15) and the definitions of the overlaps in (6.10) and (6.11).

Corollary 6.11. For every (t, q) ∈ R+ ×Q∞, there are sequences (N±
k )k∈N of increasing

integers, (x±k)k∈N, p± ∈ Q ∩L∞⩽1, and a± ∈ K satisfying a± ⩾ p± such that

(1) RN±

k
under E ⟨⋅⟩N±

k
,x±

k
converges in law to

(Q`,`
′

p± 1`≠`′ + (a±,1)1`=`′)
`,`′∈N

under E ⟨⋅⟩R as k tends to infinity;
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(2) we have

Pt,q(p−) ⩽ lim inf
N→∞

FN(t, q) ⩽ lim sup
N→∞

FN(t, q) ⩽ Pt,q(p+).

Proof. Using Lemma 6.4 and Proposition 6.1 with M = 1, we have

lim inf
N→∞

FN(t, q) = lim inf
N→∞

ExF
x
N(t, q) ⩾ − lim sup

N→∞
ExAN(x).

Lemmas 6.4 and 6.5 imply that supN,x ∣AN(x)∣ ⩽ c for some constant c. Proposition 6.8 and
(6.32) yield that limN→∞Ex∆N(x) = 0. Using these two facts and following the argument
in [77, Lemma 3.3], we can find a sequence (xN)N∈N satisfying limN→∞ ∆N(xN) = 0 and
AN(xN) ⩾ ExAN(x) + o(1) as N tends to infinity.

We remark that [77, Lemma 3.3] is originally stated to get an upper bound for AN(xN).
Examining the proof, one can see that as long as AN(x) is bounded uniformly, the
argument still works for the other side needed here. Hence,

lim inf
N→∞

FN(t, q) ⩾ − lim sup
N→∞

AN(xN).

We extract (Nk)k∈N along which the lim supN→∞AN(xN) is achieved. By Proposition 6.10
at M = 1, we can find a subsequence (N−

k , x
−
k)k∈N of (Nk, xNk

)k∈N and p− ∈ Q ∩L∞ such
that part (1) holds and the first inequality in part (2) holds. The other half follows from
a similar argument. �

Recall ⟨⋅⟩N,x in (6.7) and ⟨⋅⟩R,π in (6.17).

Corollary 6.12. For any M ∈ N, any (t, q) ∈ R+ × (Q ∩ L∞), and any sequence of
increasing integers, there are a subsequence (Nk)k∈N, (xk)k∈N, p ∈ Q ∩ L∞⩽1, and a ∈ K

satisfying a ⩾ p such that

(1) RNk
under E ⟨⋅⟩Nk,xk

converges in law to

(Q`,`
′

p 1`≠`′ + (a,1)1`=`′)
`,`′∈N

under E ⟨⋅⟩R as k tends to infinity;

(2) for every bounded continuous g ∶ RD×D ×R→ R, we have

lim
k→∞

E ⟨g (ττ ′⊺, α ∧ α′)⟩
○
Nk+M,xk

= E ⟨g (ττ ′⊺, α ∧ α′)⟩
R,q+t∇ξ(p) .

Proof. Recall ∆N(x) in (6.32). By Proposition 6.8, we have limN→∞Ex∆N(x) = 0. As
discussed in the previous proof, we can find (xN)N∈N such that limN→∞ ∆N(xN) = 0.
The desired result then follows from Proposition 6.10. �

7. Proofs of the main results

We now leverage the results of the previous section to complete the proofs of our main
results. We first show Theorem 1.3 as well as the fact that any subsequential limit of
the free energy FN must solve the equation “almost everywhere”, as was announced
in (1.23). We then deduce Theorem 1.2 by a continuity argument. We next identify,
for “almost every” choice of q, the limit law of the array of the conditional expectations
of the σ-overlaps given the α-overlaps. Up to the additional perturbation provided by
the parameter t̂ introduced around (1.20), we can then slightly upgrade this result and
thereby obtain a proof of Theorem 1.4.
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7.1. Critical point identification. Recall the definition of Pt,q in (6.15). In the next

proposition, we assume the convergence of the entire sequence (FN)
N∈N.

Proposition 7.1. Suppose that (FN)
N∈N converges pointwise to some limit f , and

let t ⩾ 0 and q ∈ Q↑ ∩ L
∞. If f(t, ⋅) is Gateaux differentiable at q ∈ Q↑ ∩ L

∞, then
f(t, q) = Pt,q(∂qf(t, q)).

Proof. Let (N±
k )k∈N, (x±k)k∈N, and p± be given by Corollary 6.11, whose part (2) implies

Pt,q(p−) ⩽ f(t, q) ⩽ Pt,q(p+).(7.1)

Recall the definitions of F
x
N in (6.6) and of ⟨⋅⟩N,x in (6.9). We set F

±
k ∶= F

x±k
N±

k
. For every

continuous κ ∈ L∞, by a computation similar to that for (5.7), we have, for every k ∈ N,

⟨κ, ∂qF
±
k(t, q)⟩

L2
= E ⟨κ (α ∧ α′) ⋅

σσ′⊺

N±
k

⟩

N±

k
,x±

k

.

By Lemma 6.4, the function (F
±
k)
k∈N

also converges pointwise to f as k tends to infinity.

Following the proof of Proposition 5.4 verbatim, we obtain that ∂qF
±
k(t, q) converges

to ∂qf(t, q) in L2. Using this and Corollary 6.11 (1) yields that

⟨κ, ∂qf(t, q)⟩L2 = E ⟨κ (R1,2
α ) ⋅ p±(R

1,2
α )⟩

R
= ∫

1

0
κ(s) ⋅ p±(s)ds.

Since the set of continuous κ ∈ L∞ is dense in L2, we have p± = ∂qf(t, q), which along
with (7.1) gives the desired result. �

In the following result, the limit is subsequential.

Proposition 7.2. Suppose that (FN)
N∈N converges pointwise to some limit f along a

subsequence (Nk)k∈N, and let t ⩾ 0. If f(t, ⋅) is Gateaux differentiable at some q ∈ Q↑∩L
∞,

then

(7.2) ∂qf(t, q) = ∂qψ(q + t∇ξ(∂qf(t, q))).

If, in addition, t > 0 and f(⋅, q) is differentiable at t, then

∂tf(t, q) = ∫
1

0
ξ(∂qf(t, q)).(7.3)

Proof. By passing to a further subsequence, we may assume that (Nk)k∈N is the subse-
quence given in Corollary 6.12 (for M = 1) along with (xk)k∈N and p ∈ Q ∩L∞⩽1.

Recall F̃ xN in (6.8) and ⟨⋅⟩N,x in (6.9). As in the proof of (5.7), we have for any bounded

continuous κ ∶ [0,1]→ SD that

⟨κ, ∂qF̃
xk
Nk

(t, q)⟩
L2

= E ⟨κ (α ∧ α′) ⋅
σσ′⊺

Nk
⟩
Nk,xk

, ∂tF̃
xk
Nk

(t, q) = E ⟨ξ (
σσ′⊺

Nk
)⟩

Nk,xk

.(7.4)

By Lemma 6.4, we have that F̃ xkNk
converges pointwise to f . Following the proof of

Proposition 5.4, we deduce that ∂qF̃
xk
Nk

(t, q) converges to ∂qf(t, q) in L2. Using also the

convergence of the overlaps from Corollary 6.12 (1), we let k tend to infinity in the first
relation in (7.4) to get that

⟨κ, ∂qf(t, q)⟩L2 = E ⟨κ (α ∧ α′) ⋅ p (α ∧ α′)⟩
R
= ⟨κ, p⟩L2 .

Since the set of bounded continuous functions spans L2, we deduce that

p = ∂qf(t, q).(7.5)
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Under the additional assumption on the differentiability in t (and an adaptation to F̃ xkNk

of the part of Proposition 5.4 concerning the derivative in t), we can pass to the limit in
the second relation in (7.4) and get that

∂tf(t, q) = E ⟨ξ (p (α ∧ α′))⟩
R
= ∫

1

0
ξ(p(u))du.

This and (7.5) yield (7.3).

To obtain (7.2), we relate p to the derivative of ψ. Recall F
x
N in (6.6) and ⟨⋅⟩

○
N,x in (6.7).

By Lemmas 6.4 and 6.5, we have that F
xk
Nk+1 converges pointwise to f . Following the

proof of (5.7), we have for any bounded continuous κ that

⟨κ, ∂qF
xk
Nk+1(t, q)⟩L2 = E ⟨κ (α ∧ α′) ⋅

ρρ′⊺

Nk + 1
⟩

○

Nk+1,xk

.

We write ρ as an (Nk + 1)-tuple of D-dimensional coordinates ρ = (ρ1, . . . , ρNk
, ρNk+1),

which are i.i.d. under PNk+1 = P
⊗(Nk+1)
1 . Since the Hamiltonian in ⟨⋅⟩

○
Nk+1,xk

only de-

pends on ρρ⊺ and ρρ′⊺, we deduce that ⟨⋅⟩
○
Nk+1,xk

is invariant under permutations of the

coordinates of ρ. Therefore, writing σ ∶= (ρ1, . . . ρNk
) and τ ∶= ρNk+1, we have

⟨κ, ∂qF
xk
Nk+1(t, q)⟩L2 = E ⟨κ (α ∧ α′) ⋅ ττ ′⊺⟩

○
Nk+1,xk

.

By an adaptation of Proposition 5.4, we have that ∂qF
xk
Nk+1(t, q) converges in L2 to

∂qf(t, q). Using also Corollary 6.12 (2) (with M = 1), we can pass to the limit in the
previous display and get

⟨κ, ∂qf(t, q)⟩L2 = E ⟨κ (α ∧ α′) ⋅ ττ ′⊺⟩
R,q+t∇ξ(p) ,

where ⟨⋅⟩R,q+t∇ξ(p) is given in (6.17) with M = 1. Notice that since M = 1, the Gibbs

measure ⟨⋅⟩R,q+t∇ξ(p) is the same as the Gibbs measure ⟨⋅⟩q+t∇ξ(p) defined in (5.20).

By (5.22), the right-hand side in the previous display is equal to ⟨κ, ∂qψ(q + t∇ξ(p))⟩L2 .
Combining this with (7.5) yields that

∂qψ(q + t∇ξ(p)) = p.(7.6)

In conclusion, (7.2) follows from (7.5) and (7.6). �

Recall Pt,q in (6.15), θ in (6.12), and Jt,q in (1.7). We have

Pt,q(p) = Jt,q (q + t∇ξ(p), p) .(7.7)

Proof of Theorem 1.3. Let p and q′ be as given in the statement. The relation (7.2) in
Proposition 7.2 implies that (q′, p) is a critical point. The convergence in (1.17) follows
from Proposition 7.1 and (7.7). �

Proposition 7.2 also proves that any subsequential limit of the free energy must satisfy
the Hamilton–Jacobi equation (1.23) at every point of differentiability of the limit. We
recall that this limit function must be Gateaux differentiable jointly in its two variables
“almost everywhere”, by Proposition 5.3.

7.2. Critical point representation.

Proposition 7.3. Suppose that (FN)
N∈N converges pointwise to some limit f . For every

(t, q) ∈ R+ ×Q2, there is p ∈ Q ∩L∞⩽1 such that

f(t, q) = Pt,q(p), p = ∂qψ(q + t∇ξ(p)).(7.8)
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Proof. Proposition 5.3 yields a sequence (qn)n∈N in Q↑ ∩L
∞ convergent to q in L2 such

that f(t, ⋅) is Gateaux differentiable at every qn. By the continuity of f given there, we
have

f(t, q) = lim
n→∞

f(t, qn).(7.9)

We write pn ∶= ∂qf(t, qn). Proposition 5.3 also implies that supn∈N ∣pn∣L∞ ⩽ 1. By passing
to a subsequence, we can assume that pn converges weakly in L2 to some limit p. Arguing
as in Step 3 of the proof of Proposition 5.4, we can upgrade this to the strong convergence
in L2, and we also see that p ∈ Q ∩L∞⩽1.

Recall Pt,q in (6.15). By Corollary 5.2 and the local Lipschitzness of ∇ξ and θ, we
have

∣Pt,qn(pn) −Pt,q(p)∣ ⩽ ∣qn − q∣L1 + t ∣∇ξ(pn) −∇ξ(p)∣L1 + t ∣θ(pn) − θ(p)∣L1

⩽ Ct ∣pn − p∣L1 + ∣qn − q∣L1 ,

for some constant C depending only on ξ. By Jensen’s inequality, we have that qn and
pn converge in L1 to q and p respectively as n tends to infinity, and therefore

lim
n→∞

Pt,qn(pn) = Pt,q(p).

By construction, the function f(t, ⋅) is Gateaux differentiable at qn. Proposition 7.1
therefore ensures that

f(t, qn) = Pt,qn(pn).

These along with (7.9) yields f(t, q) = Pt,q(p), which gives the first relation in (7.8).

Proposition 7.2 ensures that pn = ∂qψ(qn + t∇ξ(pn)). Using (5.23) and the local
Lipschitzness of ∇ξ, we get

∣∂qψ(qn + t∇ξ(pn)) − ∂qψ(q + t∇ξ(p))∣L2 ⩽ C ∣qn − q∣L2 +C ∣pn − p∣L2 , ∀n ∈ N,

for some C only depending on ξ. Sending n to infinity, we get p = ∂qψ(q + t∇ξ(p)), which
gives the second relation in (7.8). �

Proof of Theorem 1.2. Let p be given in Proposition 7.3 and set q′ ∶= q + t∇ξ(p). The
second relation in (7.8) ensures that (q′, p) is a critical point. The first relation in (7.8)
along with (7.7) yields (1.17). �

7.3. Convergence of the overlap.

7.3.1. Convergence of the conditional overlap. Recall the Gibbs measure ⟨⋅⟩N associated
with the original free energy given in (5.4). For `, `′ ∈ N, we consider the conditional
expectation of the spin overlap

R`,`
′

N,σ∣α ∶= E ⟨
σ` (σ`

′

)
⊺

N
∣α` ∧ α`

′

⟩
N

,

where the conditioning is with respect to E ⟨⋅⟩N (not ⟨⋅⟩N ). We also recall that ⟨⋅⟩R is the

expectation with respect to the measure R⊗N.

Proposition 7.4. Suppose that (FN)
N∈N converges pointwise to some limit f along a

subsequence (Nk)k∈N, and let t ⩾ 0. If f(t, ⋅) is Gateaux differentiable at some q ∈ Q↑∩L
∞,

then (R`,`
′

Nk,σ∣α
)
`,`′∈N∶ `≠`′

under E ⟨⋅⟩Nk
converges in law to (p (α` ∧ α`

′

))
`,`′∈N∶ `≠`′ under

E ⟨⋅⟩R as k tends to infinity, where p = ∂qf(t, q).
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Proof. We write pN ∶= ∂qFN (t, q). Using the invariance of the Poisson–Dirichlet cascade

in Proposition 4.8, the computation of ∂qFN (t, q) in (5.7), and the definition of conditional

expectation, we have the following identities, for any bounded continuous κ ∶ [0, 1]→ SD:

E ⟨κ (α ∧ α′) ⋅ pN (α ∧ α′)⟩
N
= ∫

1

0
κ(s) ⋅ pN(s)ds = ⟨κ, ∂qFN (t, q)⟩

L2

= E ⟨κ (α ∧ α′) ⋅
σσ′⊺

N
⟩
N

= E ⟨κ (α ∧ α′) ⋅E ⟨
σσ′⊺

N
∣α ∧ α′⟩

N

⟩

N

.

Hence, we deduce that

E ⟨
σσ′⊺

N
∣α ∧ α′⟩

N

= pN (α ∧ α′)(7.10)

a.s. under E ⟨⋅⟩N . For every p′ ∈ Q∞, we write O`,`
′

p′ ∶= p′ (α` ∧ α`
′

), so that under E ⟨⋅⟩N ,

R`,`
′

N,σ∣α = O
`,`′

pN
, ∀`, `′ ∈ N ∶ ` ≠ `′.(7.11)

Proposition 5.4 ensures that pN converges to p in L1 along the subsequence, and thus

E ⟨∣pN (α ∧ α′) − p (α ∧ α′)∣⟩
R
= ∣pN − p∣L1(7.12)

tends to zero as N tends to infinity along the subsequence. We fix any n ∈ N and any

bounded Lipschitz g ∶ (RD×D ×R)
n2−n

→ R. We write R◻
N,σ∣α ∶= (R`,`

′

N,σ∣α)`,`′⩽n;`≠`′
and

similarly for O◻
pN

and O◻
p . The invariance of the Poisson–Dirichlet cascade from Propo-

sition 4.8 implies that OpN under E ⟨⋅⟩N has the same distribution as OpN under E ⟨⋅⟩R.
Combining this with (7.11) yields that

∣E ⟨g (R◻
N,σ∣α)⟩N

−E ⟨g (O◻
p )⟩R

∣ = ∣E ⟨g (O◻
pN

)⟩
N
−E ⟨g (O◻

p )⟩R
∣

= ∣E ⟨g (O◻
pN

)⟩
R
−E ⟨g (O◻

p )⟩R
∣ ⩽ ∥g∥LipE ⟨∣O◻

pN
−O◻

p ∣⟩R
.

Using also that (7.12) tends to zero along the subsequence therefore yields the announced
result. �

7.3.2. Convergence of the overlap under perturbation. Let (ĤN(σ))
σ∈RD×N be the Gauss-

ian process in (1.19). For every (t, t̂, q) ∈ R+ ×R+ ×Q∞, we consider

(7.13) F̂N (t, t̂, q)

∶= −
1

N
E log∫ exp

⎛

⎝
Ht,q
N (σ,α) +

√

2t̂ĤN(σ) − t̂N ∣
σσ⊺

N
∣

2
⎞

⎠
dPN(σ)dR(α),

where Ht,q
N (σ,α) is given in (5.3). We denote the associated Gibbs measure by ⟨⋅⟩N,t̂ .

Recall the functional Ĵt,t̂,q defined in (1.21), and the overlaps RN and Qp defined in (6.10)

and (6.11).

Proposition 7.5. Suppose that (F̂N)
N∈N converges pointwise to some limit f along a

subsequence (Nk)k∈N. Then, for each t ⩾ 0, the function f (t, ⋅, ⋅) ∶ R+ ×Q2 → R is Gateaux
differentiable (jointly in its two variables) on a subset of R+ × (Q↑ ∩L

∞) that is dense in
R+×Q2. Moreover, for every t̂ ⩾ 0 and every point q ∈ Q↑∩L

∞ of Gateaux differentiability
of f(t, t̂, ⋅), the following holds for p = ∂qf (t, t̂, q) and q′ = q + t∇ξ (p) + 2t̂p:

(1) p = ∂qψ (q′);

(2) if (Nk)k∈N is the full sequence (N)N∈N, then limN→∞ F̂N (t, t̂, q) = Ĵt,t̂,q(q
′, p);
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(3) if t̂ > 0 and f(t, ⋅, q) is differentiable at t̂, then (R`,`
′

Nk
)
`,`′∈N∶ `≠`′

under E ⟨⋅⟩Nk,t̂
converges

in law to (p (α` ∧ α`
′

))
`,`′∈N∶ `≠`′ under E ⟨⋅⟩R as k tends to infinity.

Proof. By straightforward modifications, the differentiability follows from Proposition 5.3,
part (1) follows from Proposition 7.2, and part (2) follows from Proposition 7.1.

Hence, we focus on part (3). For convenience, we drop the subsequence (Nk)k∈N in the
notation, but we understand that we only take limits along the subsequence throughout
the proof. By an adaptation of Proposition 5.4, we have (along the subsequence)

lim
N→∞

∣∂qF̂N (t, t̂, q) − ∂qf (t, t̂, q)∣
L2 = 0 and lim

N→∞
∂t̂F̂N (t, t̂, q) = ∂t̂f (t, t̂, q) .(7.14)

For brevity, we write pN ∶= ∂qF̂N (t, t̂, q), p ∶= ∂qf (t, t̂, q), and ⟨⋅⟩N ∶= ⟨⋅⟩N,t̂ . We have

∂t̂F̂N (t, t̂, q) = E ⟨∣
σσ′⊺

N
∣

2

⟩
N

.

Adapting the proof of Proposition 7.4, we have that (7.10) holds, which implies that

E ⟨∣
σσ′⊺

N
− pN (α ∧ α′)∣

2

⟩
N

= E ⟨∣
σσ′⊺

N
∣

2

⟩
N

−E ⟨∣pN (α ∧ α′)∣
2
⟩
N

= ∂t̂F̂N (t, t̂, q) − ∣∂qF̂N (t, t̂, q)∣
2

L2(7.15)

where in the second equality we used the invariance of the Poisson–Dirichlet cascade.

We can now argue as for (7.3) in Proposition 7.2 to conclude. Indeed, since t is fixed

here, we view F̂N(t, ⋅, ⋅) and f(t, ⋅, ⋅) as functions of (t̂, q). We can substitute t̂ and ∣ ⋅ ∣2

for t and ξ in Proposition 7.2 to get

∂t̂f (t, t̂, q) = ∣∂qf (t, t̂, q)∣
2

L2 .(7.16)

Combining (7.14), (7.15), and (7.16), we obtain that (along the subsequence)

lim
N→∞

E ⟨∣
σσ′⊺

N
− pN (α ∧ α′)∣

2

⟩
N

= 0.(7.17)

The first convergence in (7.14) ensures that (along the subsequence)

lim
N→∞

E ⟨∣pN (α ∧ α′) − p (α ∧ α′)∣
2
⟩
R
= 0.(7.18)

We fix any n ∈ N and any bounded Lipschitz g ∶ (RD×D ×R)
n2−n

→ R. We write R◻
N ∶=

(R`,`
′

N )
`,`′⩽n;`≠`′

and similarly for Q◻
pN

and Q◻
p . The invariance of the Poisson–Dirichlet

cascade implies that QpN under E ⟨⋅⟩N has the same distribution as QpN under E ⟨⋅⟩R.
We therefore have that

∣E ⟨g (R◻
N)⟩

N
−E ⟨g (Q◻

p )⟩R
∣

= ∣E ⟨g (R◻
N)⟩

N
−E ⟨g (Q◻

pN
)⟩
N
+E ⟨g (Q◻

pN
)⟩

R
−E ⟨g (Q◻

p )⟩R
∣

⩽ ∥g∥Lip (E ⟨∣R◻
N −Q◻

pN
∣⟩
N
+E ⟨∣Q◻

pN
−Q◻

p ∣⟩R
) .

Combining this with (7.17) and (7.18) therefore completes the proof. �

Proof of Theorem 1.4. The theorem follows from Proposition 7.5. �
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7.4. Stability and high-temperature uniqueness of the critical point. We now
turn to a proof of Proposition 1.5 on the uniqueness of the critical point at high tempera-
ture.

Proof of Proposition 1.5. The fact that Jt,q has at least one critical point is a consequence
of Theorem 1.2 (and could also be proved directly). For each i ∈ {1,2}, let (q′i, pi) ∈ Q

2
2

be a critical point of Jt,q. Inserting (1.9) into (1.10), we get pi = ∂qψ(q + t∇ξ(pi)). By
(5.23), we have

∣p1 − p2∣L2 ⩽ 16t ∣∇ξ(p1) −∇ξ(p2)∣L2 .

By the local Lipschitzness of ∇ξ, we have

C ∶= sup
a,a′∈SD

+
∶ ∣a∣,∣a′∣⩽1; a≠a′

∣∇ξ(a) −∇ξ(a′)∣

∣a − a′∣
< +∞.

The property in (5.21) implies that ∣pi(s)∣ ⩽ 1 for each i ∈ {1, 2} and s ∈ [0, 1). Therefore,

∣p1 − p2∣L2 ⩽ 16Ct ∣p1 − p2∣L2 .

Hence, if t < tc ∶= (16C)−1, we must have p1 = p2. Since q′i is determined by (1.9), the
uniqueness follows. �

We close this section with a proof of Proposition 1.6 on the stability of relevant critical
points.

Proof of Proposition 1.6. We take (tn, qn) ∈ R+×Q2 and (q′n, pn) ∈ Q
2
2 as in the statement.

The fact that (q′n, pn) is a critical point of Jtn,qn (see (1.9) and (1.10)) means that

(7.19) pn = ∂qψ(q
′
n) and q′n = qn + tn∇ξ(pn).

By (5.21) from Corollary 5.2, we have that pn ∈ Q ∩L∞⩽1. By Lemma 3.4, the sequence

(pn)n∈N is therefore precompact in L2. By the second relation in (7.19) and the convergence
of (tn, qn)n∈N in R+×L

2, we deduce that the sequence (q′n, pn)n∈N is precompact. Moreover,
if (pn)n∈N converges in L2 along a subsequence, then (q′n, pn)n∈N converges in (L2)2 along
the same subsequence. Recall also from (1.7) that

(7.20) Jtn,qn(q
′
n, pn) = ψ(q

′
n) + ⟨pn, qn − q

′
n⟩L2 + tn∫

1

0
ξ(pn).

Letting (q′, p) ∈ Q2
2 denote a subsequential limit of (q′n, pn)n∈N, we have that ψ(q′n)

converges to ψ(q′) along the subsequence, by the continuity of ψ from Corollary 5.2.
The scalar product in (7.20) converges to ⟨p, q − q′⟩L2 along the subsequence, by the

Cauchy–Schwarz inequality. Finally, the integral ∫
1

0 ξ(pn) converges to ∫
1

0 ξ(p) along the
subsequence, because ξ is continuous and pn ∈ L

∞
⩽1. So we conclude that as n tends to

infinity along the subsequence, we have that Jtn,qn(q
′
n, pn) converges to Jt,q(q

′, p). Using

also the uniform Lipschitz continuity of FN from Proposition 3.1, we obtain (1.22). Using
the continuity of ∂qψ from Corollary 5.2 and (7.19), we also verify that (q′, p) is a critical
point of Jt,q, and thus the proof is complete. �

8. Further results in the convex case

In this section, we give a proof of Theorem 1.1. We also derive a number of alternative
representations of the variational problem describing the limit free energy, and explain
how to remove the compensating term −Ntξ(σσ⊺)/N appearing in (1.5). We also show
that the limit free energy is Gateaux differentiable everywhere in (0,∞)× (Q↑ ∩L

∞), and
use this to show that it satisfies the Hamilton–Jacobi equation (1.23) at every point in
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this set. We collect all results into a final statement that also describes the convergence
of the conditional σ-overlaps for every (t, q) ∈ (0,∞) × (Q↑ ∩L

∞).

8.1. Parisi formula when ξ is convex on SD+ . When ξ is convex over the whole
space RD×D, an interpolation argument allows one to establish a lower bound on any
subsequential limit of FN(t, q) [49, 13]. When D = 1, one can generalize this bound to
the case when ξ is only assumed to be convex over S1

+ = R+ using the Talagrand positivity
principle (see [77, Theorem 3.4]). If D > 1 and ξ only depends on the D diagonal entries
of its argument, then one may as well think of ξ as being defined on RD, and one can
simplify the setup and only consider paths that take values in RD+ instead of SD+ . In this
context, one can still apply the scalar positivity principle to get the Parisi formula under
the assumption that ξ is convex over RD+ , see [17, Section 3.2].

For general vector spin glass models, to the best of our knowledge, existing results
all require ξ to be convex on RD×D. Here we obtain the lower bound on the limit free
energy by combining the results of [71] and [29]. We derive the converse bound from the
results of this paper, but as already mentioned, these results are much more precise than
necessary in this case.

Recall the definitions of Pt,q in (6.15) and of K in (6.33).

Proposition 8.1 (Parisi formula for the enriched model). If ξ is convex on SD+ , then
for every t ⩾ 0 and q ∈ Q2, we have

lim
N→∞

FN(t, q) = sup
p∈Q∶ ∃a∈K, p⩽a

Pt,q(p) = sup
p∈Q∞

Pt,q(p).(8.1)

Proof. We fix any (t, q). Under the stated convexity assumption, the lower bound in [71,
Theorem 1.1] expressed in terms of the solution to (1.8) is proved in [29, Corollary 4.14]
to admit a representation by the Hopf–Lax formula:

lim inf
N→∞

FN(t, q) ⩾ sup
q′∈Q∞

inf
p′∈Q∞

{ψ(q + q′) − ⟨q′, p′⟩
L2 + t∫

1

0
ξ(p′(s))ds} .(8.2)

On the other hand, by Corollary 6.11, we can find p ∈ Q ∩L∞⩽1 and a ∈ K satisfying a ⩾ p
such that

lim sup
N→∞

FN(t, q) ⩽ Pt,q(p) = ψ(q + t∇ξ(p)) − t∫
1

0
θ(p(s))ds,(8.3)

where we recall that θ is defined in (6.12). To compare these two formulas, we need to
show that

θ(b) = ξ∗(∇ξ(b)), ∀b ∈ SD+ ,(8.4)

with ξ∗ as in (1.13). Fix any b ∈ SD+ . It is clear from their definitions that θ(b) ⩽ ξ∗(∇ξ(b)).
For any b′ ∈ SD+ , the convexity of ξ on SD+ implies that for every λ ∈ [0,1],

λξ(b′) + (1 − λ)ξ(b) ⩾ ξ(λb′ + (1 − λ)b).

Rearranging terms and sending λ to zero, we obtain that

ξ(b′) − ξ(b) ⩾ (b′ − b) ⋅ ∇ξ(b),

and thus

b ⋅ ∇ξ(b) − ξ(b) ⩾ b′ ⋅ ∇ξ(b) − ξ(b′).

Taking the supremum over b′ ∈ SD+ , we get θ(b) ⩾ ξ∗(∇ξ(b)), and thus complete the
argument for (8.4).
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Using (8.4), we have

∫

1

0
θ(p(s))ds = ∫

1

0
ξ∗(∇ξ(p(s)))ds ⩾ sup

p′∈Q∞
{⟨∇ξ(p), p′⟩

L2 − ∫

1

0
ξ(p′(s))ds}

⩾ ⟨∇ξ(p), p⟩L2 − ∫

1

0
ξ(p(s))ds = ∫

1

0
θ(p(s))ds,

which implies

∫

1

0
θ(p(s))ds = sup

p′∈Q∞
{⟨∇ξ(p), p′⟩

L2 − ∫

1

0
ξ(p′(s))ds} .(8.5)

Applying this to (8.2), we get

lim inf
N→∞

FN(t, q) ⩾ inf
p′∈Q∞

{ψ(q + t∇ξ(p)) − t ⟨∇ξ(p), p′⟩
L2 + t∫

1

0
ξ(p′(s))ds}

⩾ ψ(q + t∇ξ(p)) − t∫
1

0
θ(p(s))ds,

which along with (8.3) yields the first equality in (8.1). The second equality can be
deduced similarly. �

Proof of Theorem 1.1. Fix any (t, q) ∈ R+ ×Q2. Applying (8.5) to (8.3) and comparing
it with (8.2), we get

lim
N→∞

FN(t, q) = sup
q′∈Q∞

inf
p′∈Q∞

{ψ(q + q′) − ⟨q′, p′⟩
L2 + t∫

1

0
ξ(p′(s))ds}

= sup
q′∈q+Q∞

inf
p∈Q∞

Jt,q(q
′, p),

where the last equality follows from the definition of Jt,q(q
′, p) in (1.7). Hence, we

have verified the first identity in (1.12). It is proved in [29, Theorem 4.6] that the
unique viscosity solution f to (1.8), defined in [29, Definition 4.2], admits the Hopf–Lax
representation under the assumption that ξ is convex on SD+ . The Hopf–Lax formula for f
evaluated at (t, q) has the same expression as the one on the first line of the above display.
Since this identity holds at every (t, q), we conclude that limN→∞ FN = f pointwise
everywhere on R+ ×Q2. �

In the above proof, to show that (FN)
N∈N converges to the solution f , we directly

match the variational formula for limN→∞ FN with the Hopf–Lax representation of
f . We mention another approach via the comparison principle for viscosity solutions.
Let p be as given in (8.3) and consider the function g ∶ (t′, q′) ↦ Pt′,q′(p). Using the
convexity of ξ, one can verify that g is a subsolution of (1.8). The comparison principle
(e.g. [29, Proposition 3.8 and Remark 4.7]) implies that g ⩽ f everywhere. This along
with (8.3) yields lim supFN(t, q) ⩽ g(t, q) ⩽ f(t, q). Since (t, q) was arbitrary, we have
lim supFN ⩽ f everywhere on R+ ×Q2. The matching lower bound is provided by [71,
Theorem 1.1]. This argument can be seen in [25] for D = 1.

In the corollary below, we verify the version of the Hopf–Lax formula appearing
in (1.14).

Corollary 8.2 (Alternative form of Hopf–Lax formula). If ξ is convex on SD+ , then for
every t ⩾ 0 and q ∈ Q2, we have

lim
N→∞

FN(t, q) = sup
q′∈Q∞

{ψ(q + q′) − t∫
1

0
ξ∗ (

q′

t
)} .(8.6)
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Proof. We fix any (t, q) and denote the variational formula on the right-hand side of (8.6)
by RHS. Using (8.4) in (8.3), we get

lim sup
N→∞

FN(t, q) ⩽ RHS.

To show the converse bound, we recall the definition of ξ∗ in (1.13) to see that, for every
q′ ∈ Q∞,

sup
p′∈Q∞

{
1

t
⟨q′, p′⟩

L2 − ∫

1

0
ξ(p′(s))ds} ⩽ ∫

1

0
ξ∗ (

q′(s)

t
)ds.

Using this in (8.2), we get lim infN→∞ FN(t, q) ⩾ RHS. This gives the announced identity
at (t, q). �

We can extract from Proposition 8.1 a result that takes a form that is more common
in the literature. For every π ∈ Q∞ and x ∈ SD, we set

P(π,x) ∶= E log∬ exp(w∇ξ○π
(α) ⋅ τ −

1

2
∇ξ ○ π(1) ⋅ ττ⊺ + x ⋅ ττ⊺)dP1(σ)dR(α)

+
1

2
∫

1

0
θ (∇ξ ○ π(s))ds.

(8.7)

This resembles the classic Parisi functional for the Sherrington–Kirkpatrick model.

Corollary 8.3 (Parisi formula for free energy with correction). If ξ is convex on SD+ ,
then

lim
N→∞

1

N
E log∫ exp(HN(σ) −

N

2
ξ (
σσ⊺

N
))dPN(σ) = inf

π∈Q∞
P(π,0).

Proof. Recall the expression of FN(t, q) from (5.2) and the random Hamiltonian HN(σ)
with covariance (1.1). Setting t = 1

2 and q = 0, we get

−FN (
1

2
,0) =

1

N
E log∫ exp(HN(σ) −

N

2
ξ (
σσ⊺

N
))dPN(σ).

Recalling the definition of Pt,q in (6.15), we have −P 1
2
,0(p) = P(p,0) for every p ∈ Q∞,

where we also used
√

2w
1
2
q′ d
= wq

′

for q′ ∈ Q∞, which is clear from (4.4). Now, the
announced identity follows from (8.1) in Proposition 8.1 evaluated at t = 1

2 and q = 0. �

We can further remove the correction term −N2 ξ (
σσ⊺

N ) and get the following.

Proposition 8.4 (Parisi formula). If ξ is convex on SD+ , then

lim
N→∞

1

N
E log∫ exp (HN(σ))dPN(σ) = sup

y∈SD
+

inf
π∈Q∞

{P(π, y) −
1

2
ξ∗(2y)}

= sup
z∈SD

+

inf
y∈SD

+
, π∈Q∞

{P(π, y) − y ⋅ z +
1

2
ξ(z)} .

Proof. The method is the same as in [72, Section 5] and [27, Section 5]. For N ∈ N and
(t, x) ∈ R+ × S

D, we consider

FN(t, x) ∶=
1

N
E log∫ exp(HN(σ) −

N

2
ξ (
σσ⊺

N
) + tNξ (

σσ⊺

N
) + x ⋅ σσ⊺)dPN(σ).

It is shown in [27, Proposition 5.2] that the convexity of ξ over SD+ implies that the limit
of (FN)N∈N in the local uniform topology is a viscosity solution f of ∂tf − ξ(∇xf) = 0 on
(0,∞) × SD. The notion of viscosity solutions is defined in [27, Section 5]. Recall that
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SD++ is the set of D-by-D positive definite matrices, which is the interior of SD+ . Since SD++
is an open subset of SD, we immediately have that f is a viscosity solution of

∂tf − ξ(∇xf) = 0 on (0,∞) × SD++.(8.8)

We want to use variational formulas for the solution of (8.8) to conclude. For this, we
need to first identify the initial condition of f and verify more properties.

Applying Corollary 8.3 with ex⋅ττ
⊺

dP1(τ) substituted for P1 therein, we have, for every
x ∈ SD,

f(0, x) = lim
N→∞

FN(0, x) = inf
π∈Π

P(π,x).(8.9)

It is verified in [27, Lemma 5.1] that FN is Lipschitz uniformly in N and convex, and
satisfies that FN(t, x) ⩽ FN(t, x′) whenever x ⩾ x′. Passing to the limit, we have that f
is Lipschitz and convex and that f(t, ⋅) is increasing for every t ⩾ 0. These properties
along with the well-posedness [27, Proposition 5.3] of (8.8) implies that f is the viscosity
solution of (8.8) with the above initial condition, which is unique in the class of Lipschitz
functions that are increasing for each fixed t.

Since ξ is convex on SD+ and f(0, ⋅) is also convex, we can represent f by the Hopf–Lax
formula and by the Hopf formula described in [27, Proposition 5.3]: for every t > 0 and
x ∈ SD+ ,

f(t, x) = sup
y∈SD

+

{f(0, x + y) − tξ∗ (
y

t
)}

= sup
z∈SD

+

inf
y∈SD

+

{f(0, y) + (x − y) ⋅ z + tξ(z)} .
(8.10)

Notice that, for every N ∈ N,

FN (
1

2
,0) =

1

N
E log∫ exp(HN(σ))dPN(σ).

Hence, setting t = 1
2 and x = 0 in (8.10), inserting (8.9) to (8.10), and using the convergence

of FN to f , we can obtain the announced identities. �

Remark 8.5. In the spin glass literature, sometimes it is preferred to consider left-
continuous paths in Π defined in (4.21) instead of the right-continuous ones in Q∞. We
explained in Remark 4.9 that, for π ∈ Π, the Gaussian process wπ exists and satisfies all
the properties in Section 4. Hence, P(π,x) is defined in the same way as in (8.7) for
π ∈ Π and x ∈ SD. By the L1-Lipschitzness of ψ in Corollary 5.2, the value of P(π,x)
does not change if we replace π by its left-continuous version. Therefore, infπ∈Q∞ in
Corollary 8.3 and Proposition 8.4 can be replaced by infπ∈Π. Due to the first equality
in Proposition 8.1, we can further refine infπ∈Π therein to infπ∈Π∶ ∃a∈K, π⩽a for K defined
in (6.33).

8.2. Differentiability of the Parisi formula. We show that the limit free energy is
differentiable. We use a similar argument as that for the so-called generic models, which
is presented, for instance, in [77, Section 3.7].

Proposition 8.6. Suppose that ξ is convex on SD+ , and let f be the limit of (FN)
N∈N as

identified in Proposition 8.1.

● For each t ∈ R+, the function f(t, ⋅) is Gateaux differentiable everywhere on Q↑ ∩L
∞.

● The function f is Gateaux differentiable everywhere on (0,∞) × (Q↑ ∩L
∞).
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Proof. We show the first property; the second one can be verified in an analogous way.
Fix any (t, q) ∈ R+ × (Q↑ ∩ L

∞). We write f(q′) ∶= f(t, q′) and Pq′(π) ∶= Pt,q′(π). By
Proposition 8.1, we can write, for every q′ ∈ Q2,

lim
N→∞

FN(t, q′) = f(q′) = sup
π∈Q∩L∞

⩽1

Pq′(π).(8.11)

This identity at q together with (8.3) implies that there is π ∈ Q ∩L∞⩽1 such that

Pq(π) = f(q).(8.12)

Step 1. We show that f is differentiable at q along nice directions. Let κ ∈ C∞([0, 1];SD)

be such that κ(0) = 0. Due to q ∈ Q↑, by the same argument in Step 1 of the proof of
Proposition 5.4, there are c, δ > 0 such that q + rκ ∈ Q↑,c ∩L

∞ for all r ∈ [−δ, δ] (we recall
that Q↑,c is defined in (3.32)). By Proposition 5.3, we have that the function r ↦ f(q+rκ)
is semi-concave on [−δ, δ]. We want to show that this function is differentiable at r = 0.
For this, we need to introduce the notion of superdifferential (e.g. [24, Definition 3.1.1]).
For a function g ∶ I → R defined on an open interval I ⊆ R, the superdifferential of g at
r ∈ I is the set of real numbers a satisfying

lim sup
s→r

g(s) − g(r) − a(s − r)

∣s − r∣
⩽ 0.

It is well-known (e.g. [24, Proposition 3.3.4 (c-d)], or [37, Theorem 2.13] for a variant with
convex functions) that for a semi-concave function g ∶ I → R and r ∈ I, the superdifferential
at r is not empty, and if it contains exactly one point a ∈ R, then g is differentiable at r
with d

drg(r) = a. So we let a ∈ R be any element of the superdifferential of the mapping
r ↦ f(q + rκ) at r = 0, and proceed to identify it uniquely. In the following, we denote
by C a constant that depends only on (t, q), c, and κ, and may vary from instance to
instance. By Proposition 5.3, we have

(1 − λ)f(q) + λf(q + rκ) − f(q + λrκ) ⩽ Cλ(1 − λ)r2(8.13)

uniformly in λ ∈ [0,1] and r. Dividing both sides by λ, sending λ to zero, and using the
definition of the superdifferential, we get

f(q + rκ) − f(q) − ar ⩽ Cr2.

Dividing both sides by r > 0 and using (8.11) and (8.12), we get

a ⩾
f(q + rκ) − f(q)

r
−Cr ⩾

Pq+rκ(π) −Pq(π)

r
−Cr.

Repeating it for −r < 0, we have

a ⩽
f(q) − f(q − rκ)

r
+Cr ⩽

Pq(π) −Pq−rκ(π)

r
+Cr.

Recall the definition of Pt,q in (6.15). By the smoothness of ψ in Corollary 5.2, and the
L∞ bound on π, there is C such that

∣
Pq+rκ(π) −Pq(π)

r
−

d

dr
Pq+rκ(π)∣

r=0
∣ ⩽ Cr,

uniformly in r ∈ [−δ, δ]. Combining the above three displays, we obtain

d

dr
Pq+rκ(π)∣

r=0
−Cr ⩽ a ⩽

d

dr
Pq+rκ(π)∣

r=0
+Cr

Now, sending r to zero, this identifies a uniquely, and thus r ↦ f(q + rκ) is differentiable
at r = 0.
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Step 2. We want to identify the derivative of f at q. We use an argument similar to that
in the proof of Proposition 7.1. Let (N±

k )k∈N, (x±k)k∈N, and p± be given by Corollary 6.11.

We write F
±
k = F

x±k
N±

k
. As in the proof of Proposition 7.1, we can compute, for every

κ ∈ C([0,1];SD),

d

dr
F
±
k(t, q + rκ)∣

r=0
= E ⟨κ (α ∧ α′) ⋅

σσ′⊺

N±
k

⟩

N±

k
,x±

k

.

By Lemma 6.4, we also have that F
±
k converges pointwise to f . Similarly to Step 2

of the proof of Proposition 5.4, the semi-concavity (8.13) implies the convergence of
d
drF

±
k(t, q + rκ)∣r=0

to d
drf(q + rκ)∣r=0

. This convergence along with the above display and

Corollary 6.11 (1) implies, for every κ ∈ C([0,1];SD),

d

dr
f(q + rκ)∣

r=0
= E ⟨κ (R1,2

α ) ⋅ p± (R1,2
α )⟩

R
= ⟨κ, p±⟩L2 .(8.14)

Since C([0,1];SD) is dense in L2, we must have p± = p for some p ∈ L2.

Step 3. We are now ready to show that f is Gateaux differentiable at q. By Proposition 5.3
and (8.11), we have that f ∶ Q2 → R is Lipschitz continuous. Therefore, by the first step

of the proof of Proposition 2.7, the function f admits a Lipschitz extension f ∶ L2 → R.
We show that f is Gateaux differentiable at q. Fix any q′ ∈ Q2 and let (κn)n∈N be a
sequence in C∞([0,1];SD) with κn(0) = 0 that converges to q′ in L2. We have

∣
f(q + rq′) − f(q)

r
− ⟨p, q′⟩

L2∣ ⩽ ∣
f(q + rκn) − f(q)

r
− ⟨p, κn⟩L2∣ +C0 ∣κn − q

′∣
L2 ,

where C0 ∶= ∥f∥
Lip

+ ∣p∣L2 . By (8.14), sending r to zero and then n to infinity in the above

display, we get d
drf(q + rq

′)∣
r=0

= ⟨p, q′⟩L2 . Hence, we can conclude that f is Gateaux

differentiable at q and its derivative is equal to p.

Since admissible directions at q ∈ Q2 for f includes Q2 and Q2 spans L2, we can deduce
from Definition 2.2 that f is Gateaux differentiable at q with derivative p. This verifies
the first announced property. �

8.3. Summary. In the convex case, we summarize our results below.

Corollary 8.7. Suppose that ξ is convex on SD+ . Then, the sequence (FN)
N∈N converges

pointwise to some limit f on R+ ×Q2. At every (t, q) ∈ (0,∞) × (Q↑ ∩L
∞), the function

f is Gateaux differentiable (jointly in its two variables) and satisfies

∂ft(t, q) − ∫
1

0
ξ (∂qf(t, q)) = 0.(8.15)

For every t ∈ [0,∞), f(t, ⋅) is Gateaux differentiable at every q ∈ Q↑∩L
∞ and the following

holds for p = ∂qf(t, q) and pN = ∂qFN(t, q):

(1) p, pN ∈ Q∩L∞⩽1 for every N ∈ N and (pN)N∈N converges to p in Lr for every r ∈ [1,∞)

as N tends to infinity;
(2) f(t, q) = Pt,q(p) and p = ∂qψ(q + t∇ξ(p));

(3) pN(α∧α′) = E ⟨σσ
′⊺

N ∣α ∧ α′⟩
N

almost surely under E ⟨⋅⟩N for every N , and the overlap

array (pN (α` ∧ α`
′

))
`,`′∈N∶ `≠`′ under E ⟨⋅⟩N converges in law to (p (α` ∧ α`

′

))
`,`′∈N∶ `≠`′

under E ⟨⋅⟩R as N tends to infinity.

In part (2), Pt,q is given in (6.15). In part (3), the conditional expectation is taken
with respect to the measure E ⟨⋅⟩N for ⟨⋅⟩N given in (5.4).
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Proof of Corollary 8.7. The existence of f is given by Proposition 8.1. The differentiability
of f follows from Proposition 8.6. Proposition 7.2 yields (8.15). Part (1) is a consequence
of (5.6) in Proposition 5.1 and Proposition 5.4. Part (2) follows from Propositions 7.1
and 7.2. Lastly, part (3) is a consequence of Proposition 7.4 and (7.10) in its proof. �
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tational hardness. J. Stat. Mech. Theory Exp., (11):Paper No. 114015, 41, 2022.

[45] Stefano Ghirlanda and Francesco Guerra. General properties of overlap probability distributions in
disordered spin systems. Towards Parisi ultrametricity. J. Phys. A, 31(46):9149–9155, 1998.

[46] Iosif I Gikhman and Anatoli V Skorokhod. The Theory of Stochastic Processes: I, volume 210.
Springer Science & Business Media, 2004.

[47] Francesco Guerra. About the overlap distribution in mean field spin glass models. International
Journal of Modern Physics B, 10(13n14):1675–1684, 1996.

[48] Francesco Guerra. Sum rules for the free energy in the mean field spin glass model. Fields Institute
Communications, 30(11), 2001.

[49] Francesco Guerra. Broken replica symmetry bounds in the mean field spin glass model. Comm.
Math. Phys., 233(1):1–12, 2003.



ON THE FREE ENERGY OF VECTOR SPIN GLASSES WITH NON-CONVEX INTERACTIONS 71

[50] Brice Huang and Mark Sellke. Tight Lipschitz hardness for optimizing mean field spin glasses.
Preprint, arXiv:2110.07847, 2021.

[51] Brice Huang and Mark Sellke. Algorithmic threshold for multi-species spherical spin glasses. Preprint,
arXiv:2303.12172, 2023.

[52] Brice Huang and Mark Sellke. Optimization algorithms for multi-species spherical spin glasses.
Preprint, arXiv:2308.09672, 2023.

[53] Brice Huang and Mark Sellke. Strong topological trivialization of multi-species spherical spin glasses.
Preprint, arXiv:2308.09677, 2023.

[54] Jonathan Kadmon and Surya Ganguli. Statistical mechanics of low-rank tensor decomposition. In
Advances in Neural Information Processing Systems, pages 8201–8212, 2018.

[55] Anastasia Kireeva and Jean-Christophe Mourrat. Breakdown of a concavity property of mutual
information for non-gaussian channels. Preprint, arXiv:2304.05129, 2023.

[56] Pax Kivimae. The ground state energy and concentration of complexity in spherical bipartite models.
Comm. Math. Phys., 403(1):37–81, 2023.

[57] Justin Ko. Free energy of multiple systems of spherical spin glasses with constrained overlaps.
Electron. J. Probab., 25:Paper No. 28, 34, 2020.
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