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Abstract. We study the ℓ∞ → ℓ∞ operator norm of products of inde-
pendent random matrices with independent and identically distributed
entries. For n-by-n matrices whose entries are centered, have unit vari-
ance, and have a finite moment of order 4α for some α > 1, we find that
the operator norm of the product of p matrices behaves asymptotically
like n

p+1
2

√
2/π. The case of products of possibly non-square matrices

with possibly non-centered entries is also covered.

1. Introduction and main results

The goal of this paper is to investigate the ℓ∞ → ℓ∞ norm of products of
random matrices with independent and identically distributed (i.i.d.) entries.
We will identify, in the limit of large matrix sizes, the asymptotic behavior of
this operator norm.

One motivation for studying this question comes from the study of neural
networks. One simple neural-network architecture consists in the recursive
iteration of a multiplication by a matrix and a component-wise non-linearity
such that the positive part x↦max(0, x). Before training, the matrix entries
are typically initialized as independent Gaussian random variables. If we
ignore the non-linearity and consider the neural network at initialization,
then the mapping from input to output becomes linear and is described by a
product of random matrices with i.i.d. entries. For more realistic situations,
one may get inspiration from the results presented here to devise heuristic
guesses for what the ℓ∞ → ℓ∞ Lipschitz norm of a neural network might be.

The Lipschitz norm of a neural network is tightly linked with its robustness
properties under adversarial attacks. Indeed, the concept of an adversarial
attack is often phrased as a small perturbation of the input that causes a
major change in the output [25], with some work suggesting that this is due
to the approximately linear behavior of the network [13]. In this context,
measuring the sizes of these changes in the ℓ∞ norm is rather natural, see
for instance [13, 19]. A series of works including [6, 12, 15, 24, 26] aim to
compute, approximate or bound the Lipschitz constant of neural-network
architectures. We also refer to [4, 11, 21] on the interplay between Lipschitz
estimates and generalization bounds.
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By duality, the results presented here also yield the asymptotic behavior of
the ℓ1 → ℓ1 operator norm of a product of random matrices with i.i.d. entries.
The ℓ∞ → ℓ∞ operator norm of a matrix A has a very simple representation
as the maximum of the ℓ1 norms of the rows of A, and this will be the
starting point of our analysis. Similar explicit representations exist for the
ℓρ → ℓq operator norm if ρ = 1 or q =∞, and it may be possible to extend the
asymptotic analysis to these cases. Another notable case is when ρ = q = 2,
which can be approached using spectral techniques. In particular, for a
product of p n-by-n matrices with i.i.d. centered entries with unit variance,
the ℓ2 → ℓ2 operator norm behaves asymptotically like (p + 1)n

p
2 [2, 3]1. For

other values of ρ and q, the asymptotic behavior of the operator norm of a
single matrix with i.i.d. entries, up to a multiplicative constant, is discussed
in [5, 8] and [1, Remark 4.2]. For random matrices with independent but not
necessarily identically distributed entries, upper and lower bounds can be
found in [1, 14, 16, 17, 18].

An upper bound on the operator norm of a product of matrices is given by
the product of the operator norms of the individual matrices. Such an upper
bound is often used in practical settings [4, 10, 11, 21, 22], and is sharp in
general. However, for the ℓ∞ → ℓ∞ operator norm of a product of p random
matrices, this upper bound fails to capture the correct order of magnitude,
as it scales like np instead of n

p+1
2 . This is in contrast to the ℓ2 → ℓ2 operator

norm, for which the two quantities only differ by a constant factor (2p in
place of p + 1 for a product of p n-by-n matrices).

We now proceed to present the main results of this paper more precisely.
For every x = (x1, . . . , xn) ∈ Rn, we denote by ∣x∣∞ ∶= max(∣x1∣, . . . , ∣xn∣) the
ℓ∞ norm of x. For every matrix A = (Aij)1⩽i⩽m,1⩽j⩽n ∈ Rm×n, we denote the
ℓ∞ → ℓ∞ operator norm of A by

(1.1) ∥A∥ℓ∞→ℓ∞ ∶= sup
∣x∣∞⩽1

∣Ax∣∞ = max
1⩽i⩽m

n

∑
j=1
∣Aij ∣.

For completeness, we start by recording the elementary case of a single matrix.
Proposition 1.1 (single matrix). Let α > 1 and let A = (Aij)1⩽i⩽m,1⩽j⩽n be
a family of i.i.d. random variables with finite moment of order 2α. As m and
n tend to infinity with m = O(n), we have

n−1∥A∥ℓ∞→ℓ∞
(prob.)
ÐÐÐ→ E[∣A11∣].

Remark 1.2. In Proposition 1.1 and throughout, we implicitly understand
that the law of one entry of the matrix A is kept fixed as m and n are sent
to infinity.

1The upper bound follows from a minor modification of the proof of [3, Theorem 2.1],
while the lower bound is a consequence of [2, Theorem 1.1 and Remark 1.3]. With non-
square matrices, I do not expect there to be a simple formula for the limit, except in terms
of solutions to the polynomial equation in [2, (1.2)].
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Remark 1.3. The moment assumption on the entries of A appearing in
Proposition 1.1 is essentially necessary, in the sense that for every ε ∈ (0,1],
one can find a distribution with finite moment of order 2 − 2ε such that
whenever n = O(m), one of the entries of the matrix A is of the order of
n

2
2−ε ≫ n.

In order to state our results concerning products of matrices, we introduce
some notation. For a family of random variables (U(n0, . . . , np))n0,...,np⩾1
and a random variable X, we write

U(n0, . . . , np)
(prob.)

ÐÐÐÐÐÐÐ→
n0≍⋯≍np→∞

X

to mean that, for every C < +∞ and ε, δ > 0, there exists N ∈ N such that if
n0, . . . , np satisfy

∀q, q′ ∈ {0, . . . , p}, N ⩽ nq ⩽ Cnq′ ,
then

P [∣U(n0, . . . , np) −X ∣ ⩾ ε] ⩽ δ.
The following theorem covers the case in which the entries of all the matrices
are centered. We assume that these entries have a unit variance, which entails
no loss of generality, by a simple rescaling.

Theorem 1.4 (centered entries). Let α > 1, p ⩾ 2 an integer, let A(1) =
(A(1)ij )1⩽i⩽n0,1⩽j⩽n1 , . . . ,A

(p) = (A(p)ij )1⩽i⩽np−1,1⩽j⩽np be independent families

of i.i.d. centered random variables with unit variance, with A(1)ij , . . . ,A
(p−1)
ij

having a finite moment of order 4α, and with A(p)ij having a finite moment of
order 2α. Let

P ∶= A(1)⋯A(p) ∈ Rn0×np

denote the product of these matrices. We have

n−1p (n1⋯np−1)−
1
2 ∥P ∥ℓ∞→ℓ∞

(prob.)
ÐÐÐÐÐÐÐ→
n0≍⋯≍np→∞

√
2

π
.

Remark 1.5. Assuming that A(p)11 has a finite second moment is necessary
for the statement of the theorem to make sense. In the special case p = 2,
Proposition 3.7 below shows that a fourth-moment assumption on A

(1)
11 is

essentially necessary as well.

For all integers m,n ⩾ 1, we write 1m,n to denote the m-by-n matrix
with all entries equal to 1. We say that a matrix of the form 1m,n for some
integers m,n ⩾ 1 is a 1-type matrix. Any matrix with i.i.d. and possibly
non-centered entries can be decomposed into the sum of a matrix with i.i.d.
centered entries and a multiple of a 1-type matrix. A product of matrices with
i.i.d. and possibly non-centered entries can therefore be rewritten as a linear
combination of products of matrices with i.i.d. centered entries and 1-type



4 JEAN-CHRISTOPHE MOURRAT

matrices. We therefore focus on analysing the behavior of such products;
one can check a posteriori that this entails no loss of generality. So consider
a product of p terms, each term being either a matrix with i.i.d. centered
entries or a 1-type matrix. If a single 1-type matrix appears in the product,
and it is the first term of the product, then the operator norm of the product
turns out to be of the same order of magnitude as in the case involving p
centered matrices, that is, of order n

p+1
2 if all matrices are of size n by n.

Theorem 1.6 (Products that start with 1). Let α > 1, p ⩾ 1 an integer,
let A(1) = (A(1)ij )1⩽i⩽n0,1⩽j⩽n1 , . . . ,A

(p) = (A(p)ij )1⩽i⩽np−1,1⩽j⩽np be independent
families of i.i.d. centered random variables with unit variance and a finite
moment of order 2α, and let

P ∶= A(1)⋯A(p) ∈ Rn0×np

denote the product of these matrices. We have

(1.2) n−1p (n0⋯np−1)−
1
2 ∥1m,n0P ∥ℓ∞→ℓ∞

(prob.)
ÐÐÐÐÐÐÐ→
n0≍⋯≍np→∞

√
2

π
.

Remark 1.7. For any matrix A ∈ Rn0,mp , the quantity ∥1m,n0A∥ℓ∞→ℓ∞ does
not depend on m. In particular, the quantity on the left side of (1.2) does
not depend on m, and we therefore do not need to specify how (or whether)
m tends to infinity in this result.

The next case we consider is that of a product which starts and ends with
a 1-type matrix, and otherwise only involves matrices with i.i.d. centered
entries. If the product has a total of p ⩾ 3 terms (and thus involves p − 2
random matrices), and if all the matrices are n-by-n, then we find again
that the operator norm of the product is of the order of n

p+1
2 . The starting

point of the analysis is the elementary observation that, for every matrix
P ∈ Rn1×n3 ,

1n0,n1P1n2,n3 =
⎛
⎝

n1

∑
i=1

n2

∑
j=1

Pij
⎞
⎠
1n0,n3 ,

so that

∥1n0,n1P1n2,n3∥ℓ∞→ℓ∞ = n3
RRRRRRRRRRR

n1

∑
i=1

n2

∑
j=1

Pij

RRRRRRRRRRR
.

The next theorem describes the behavior of this scalar variable. This is the
only base case that displays a random limit behavior.

Theorem 1.8 (the case of 1P1). Let α > 1, p ⩾ 1 an integer, let A(1) =
(A(1)ij )1⩽i⩽n0,1⩽j⩽n1 , . . . ,A

(p) = (A(p)ij )1⩽i⩽np−1,1⩽j⩽np be independent families of
i.i.d. centered random variables with unit variance and a finite moment of
order 2α, and let

P ∶= A(1)⋯A(p) ∈ Rn0×np
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denote the product of these matrices. The random variable

(n0⋯np)−
1
2

n0

∑
i=1

np

∑
j=1

Pij

converges in law to a centered Gaussian random variable of unit variance.

The next theorem addresses the case in which a product of matrices with
i.i.d. centered entries is followed by a 1-type matrix. If a total of p matrices is
involved (so that there are p− 1 random matrices in total), and if all matrices
are n-by-n, then we find that the operator norm of the product is slightly
larger than in the previous cases, by a factor of

√
logn.

Theorem 1.9 (Products that end with 1). Let p ⩾ 1 be an integer, let A(1) =
(A(1)ij )1⩽i⩽n0,1⩽j⩽n1 , . . . ,A

(p) = (A(p)ij )1⩽i⩽np−1,1⩽j⩽np be independent families of
i.i.d. centered random variables with unit variance and a finite fourth moment,
and let

P ∶= A(1)⋯A(p) ∈ Rn0×np

denote the product of these matrices. We have

(1.3) m−1(2n1⋯np logn0)−
1
2 ∥P1np,m∥ℓ∞→ℓ∞

(prob.)
ÐÐÐÐÐÐÐ→
n0≍⋯≍np→∞

1.

Remark 1.10. For any matrix A ∈ Rn0,np , the quantity m−1∥A1np,m∥ℓ∞→ℓ∞

does not depend on m. In particular, the quantity on the left side of (1.3)
does not depend on m, and we therefore do not need to specify how (or
whether) m diverges to infinity in this result.

We now explain how to reduce all other cases to those already covered by the
results above. First, notice that if two 1-type matrices appear consecutively
in a product, then they can be replaced by a single 1-type matrix using the
elementary identity

(1.4) 1n0,n1 1n1,n2 = n11n0,n2 .

Finally, when a 1-type matrix appears neither at the beginning nor at the
end of the product, the operator norm of the product can be decomposed
according to the following observation.

Lemma 1.11 (Decomposition of the operator norm). For all matrices A ∈
Rn0,n1 and B ∈ Rn2,n3, we have

(1.5) ∥A1n1,n2B∥ℓ∞→ℓ∞ = n−12 ∥A1n1,n2∥ℓ∞→ℓ∞ ∥1n2,n2B∥ℓ∞→ℓ∞ .

Proof. Writing 1n2 ∶= (1, . . . ,1) ∈ Rn2 , we have for every x ∈ Rn2 that

1n1,n2x = 1n2 ∣x∣1, so ∣A1n1,n2x∣∞ = ∣A1n2 ∣∞∣x∣1.

In particular,
∥A1n1,n2∥ℓ∞→ℓ∞ = n2∣A1n2 ∣∞
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and

∥A1n1,n2B∥ℓ∞→ℓ∞ = sup
∣x∣∞⩽1

∣A1n1,n2Bx∣∞

= ∣A1n2 ∣ sup
∣x∣∞⩽1

∣Bx∣1 = n−12 ∥A1n1,n2∥ℓ∞→ℓ∞ sup
∣x∣∞⩽1

∣Bx∣1.

We obtain the result after observing that ∣1n2,n2Bx∣∞ = ∣Bx∣1. □

Using Lemma 1.11 iteratively, we can therefore reduce our analysis to
the case of products involving only matrices with i.i.d. centered entries,
except possibly in the first and last positions. Those cases are covered by
Theorems 1.4, 1.6, 1.8, and 1.9.

The rest of this paper is organized as follows. The short Section 2 provides
the proof of Proposition 1.1. Section 3 focuses on the proof of Theorem 1.4.
One important ingredient is a quantitative central limit theorem for sums of
independent (but not necessarily identically distributed) random variables,
which is phrased in terms of the Wasserstein L1 distance. Other ingredients
include upper bounds on the moments of the entries of a product of random
matrices with i.i.d. centered entries, and concentration estimates. All these
results will also be used in subsequent sections. Section 4 concerns the proof
of Theorem 1.8. Further moment and concentration estimates, concerning
column sums of the coefficients of the product matrix, are derived and also
used in the sequel. With all these tools in place, we can readily show Theo-
rem 1.6 in Section 5. The final Section 6 concerns the proof of Theorem 1.9.
This result has a different nature from the previous cases, as the maximum in
the expression for the operator norm in (1.1) is responsible for the additional
logarithmic divergence.

2. The case of one matrix

In this short section, we provide the elementary proof of Proposition 1.1.

Proof of Proposition 1.1. By Rosenthal’s inequality (see [23, Theorem 3] or
[7, Theorem 15.11]), there exists a constant C < +∞ such that

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n

∑
j=1
(∣Aij ∣ −E∣Aij ∣)

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦

⩽ C
n

∑
j=1

E [∣∣Aij ∣ −E∣Aij ∣∣2α] +C
⎛
⎝

n

∑
j=1

E [(∣Aij ∣ −E∣Aij ∣)2]
⎞
⎠

α

,

and up to a redefinition of the constant C, we can bound the latter by

CnαE [∣A11∣2α] .
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By Chebyshev’s inequality, we thus have for every i ∈ {1, . . . ,m} and ε > 0
that

P
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n

∑
j=1
(∣Aij ∣ −E [∣Aij ∣])

RRRRRRRRRRR
⩾ εn
⎤⎥⎥⎥⎥⎦
⩽ Cε−2αn−αE [∣A11∣2α] ,

By a union bound, the probability of the event

there exists i ∈ {1, . . . ,m} such that
RRRRRRRRRRR

n

∑
j=1
(∣Aij ∣ −E [∣Aij ∣])

RRRRRRRRRRR
⩾ εn

is bounded by Cε−2αmn−αE [∣A11∣2α]. Recalling that we enforce m = O(n),
we obtain the result. □

3. Products of centered matrices

The goal of this section is to prove Theorem 1.4, which describes the
asymptotic behavior of products of independent matrices with i.i.d. centered
entries. Some of the intermediate results will also be used in the next sections
to handle the other cases.

One key ingredient of the proof of Theorems 1.4, 1.6 and 1.8 is the following
quantitative version of the central limit theorem.

Proposition 3.1 (Gaussian approximation). Let α ∈ [2,3], let B = (Bj)j⩾1
be a sequence of independent centered random variables with finite moment of
order α such that ∑n

j=1E[B2
j ] = 1, and let N be a standard Gaussian random

variable. For every 1-Lipschitz function h ∶ R→ R, we have

∣E[h(
n

∑
j=1

Bj)] −E[h(N )]∣ ⩽ 4
n

∑
j=1

E[∣Bj ∣α].

Proof. We make use of Stein’s method of normal approximation, in the spirit
of [9, Subsection 2.3.1]. We write

X ∶=
n

∑
j=1

Bj .

As explained in [9, Lemma 2.4], in order to show the result, it suffices to
show that for every smooth function f ∶ R→ R satisfying

(3.1) ∥f∥L∞ ⩽ 2, ∥f ′∥L∞ ⩽
√

2

π
, and ∥f ′′∥L∞ ⩽ 2,

we have

(3.2) ∣E[f ′(X) −Xf(X)]∣ ⩽ 4
n

∑
j=1

E[∣Bj ∣α].

We start with some preliminary observations. For every sufficiently regular
and moderately growing function g ∶ R→ R and j ∈ {1, . . . , n}, we can write

E[Bjg(Bj)] = E[Bj(g(Bj) − g(0))] = E [Bj ∫
Bj

0
g′(t)dt] .
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Denoting

Kj(t) ∶=
⎧⎪⎪⎨⎪⎪⎩

E[Bj1{t⩽Bj}] if t ⩾ 0,
−E[Bj1{Bj⩽t}] if t < 0,

we can appeal to Fubini’s theorem to obtain that

(3.3) E[Bjg(Bj)] = ∫ g′(t)Kj(t)dt.

In particular,

(3.4) ∫ Kj(t)dt = E[B2
j ], ∫ ∣t∣α−2Kj(t)dt = (α − 1)−1E[∣Bj ∣α],

and the definition of Kj makes it clear that it takes non-negative values.
For every j ∈ {1, . . . , n}, we write

X(j) ∶=X −Bj .

Since X(j) is independent of Bj , we can use (3.3) to write

E [Xf(X)] =
n

∑
j=1

E[Bjf(X(j) +Bj)] =
n

∑
j=1
∫ E[f ′(X(j) + t)]Kj(t)dt.(3.5)

The first relation in (3.4) implies that
n

∑
j=1
∫ Kj(t)dt = 1.

We therefore define, for each j ∈ {1, . . . , n}, a new random variable B∗j with
density proportional to Kj(t)dt, as well as J such that

P[J = j] = ∫ Kj(t)dt.

We take these random variables to be independent with each other as well as
with the other sources of randomness. These random variables allow us to
rewrite (3.5) as

E [Xf(X)] = E [f ′(X(J) +B∗J)] ,
so that

(3.6) E [Xf(X) − f ′(X)] = E [f ′(X(J) +B∗J) − f ′(X(J) +BJ)] .

The identities in (3.4) tell us that

E[∣B∗j ∣α−2] =
E[∣Bj ∣α]

(α − 1)E[B2
j ]
,

and in particular,

(3.7) E[∣B∗J ∣α−2] =
1

α − 1

n

∑
j=1

E[∣Bj ∣α].

Recalling the bounds on f ′ and f ′′ from (3.1), we see that for every x, y ∈ R,

∣f ′(y) − f ′(x)∣ ⩽min(2
√
2√
π
, 2∣y − x∣) ⩽ 2∣y − x∣α−2.
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Combining this with (3.6), we obtain that

∣E [Xf(X) − f ′(X)]∣ ⩽ 2E[∣B∗J −BJ ∣α−2] ⩽ 2E[∣B∗J ∣α−2] + 2E[∣BJ ∣α−2].
We can estimate the last term as

E[∣BJ ∣α−2] =
n

∑
j=1

E[B2
j ]E[∣Bj ∣α−2] ⩽

n

∑
j=1

E[∣Bj ∣α].

Combining the last two displays with (3.7), we thus obtain (3.2), and thereby
complete the proof. □

We next present an estimate on the moments of each entry of the product
matrix. We use the shorthand α ∨ 1 ∶=max(α,1).
Proposition 3.2 (Moment estimate for matrix entries). For every α ⩾ 1

2 and
integer p ⩾ 1, there exists a constant C < +∞ such that the following holds.
Let A(1) = (A(1)ij )1⩽i⩽n0,1⩽j⩽n1 , . . . ,A

(p) = (A(p)ij )1⩽i⩽np−1,1⩽j⩽np be independent
families of i.i.d. centered random variables with finite moment of order 2α,
and let

P ∶= A(1)⋯A(p) ∈ Rn0×np

denote the product of these matrices. For every i ∈ {1, . . . , n0} and j ∈
{1, . . . , np}, we have

E [∣Pij ∣2α] ⩽ C(n1⋯np−1)α∨1E[∣A(1)11 ∣
2α]⋯E[∣A(p)11 ∣

2α].
For α = 1, we in fact have the identity

(3.8) E [∣Pij ∣2] = n1⋯np−1E[∣A(1)11 ∣
2]⋯E[∣A(p)11 ∣

2].

Proof. We prove the statement by induction over p. The case p = 1 is
immediate. Now suppose that p ⩾ 2, and denote by P ′ the product of the
first (p − 1) matrices, so that P = P ′A(p) and

Pik =
np−1
∑
j=1

P ′ijA
(p)
jk .

Let us denote by Ep the expectation with respect to A(p) only, keeping the
other variables appearing in P ′ fixed. For α ∈ [12 ,1], we appeal to the von
Bahr-Esseen inequality [27] to write that

(3.9) Ep [∣Pik∣2α] ⩽ 2
np−1
∑
j=1
∣P ′ij ∣2αE [∣A

(p)
jk ∣

2α] .

Taking the expectation with respect to all randomness and applying the
induction hypothesis allows us to conclude. In the case α = 1, we can in fact
remove the factor of 2 and write an equality in (3.9), and we obtain the result
in the same way. For α ⩾ 1, we can appeal instead to Rosenthal’s inequality
(see [23, Theorem 3] or [7, Theorem 15.11]) to obtain that

Ep [∣Pik∣2α] ⩽ C
np−1
∑
j=1
∣P ′ij ∣2αE [∣A

(p)
jk ∣

2α] +C
⎛
⎝

np−1
∑
j=1
∣P ′ij ∣2E [∣A

(p)
jk ∣

2]
⎞
⎠

α

.
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In the last term, we can bring the exponent α inside the sum at the cost of
a multiplicative factor of nα−1p−1 . Taking the expectation and using Jensen’s
inequality to compare moments, we obtain that

E [∣Pik∣2α] ⩽ Cnαp−1E [∣P ′11∣2α]E [∣A
(p)
11 ∣

2α] ,

and an application of the induction hypothesis concludes the proof. □

The next proposition states a concentration estimate for a quantity which
is closely related to the ℓ∞ → ℓ∞ operator norm of a product of two matrices.
For the purposes of this section, we only need to consider the case where the
coefficients (ajk) appearing there do not in fact depend on k, but the more
general version entails no additional difficulty and will be useful later on.

Lemma 3.3. Let α ⩾ 1, let (ajk)j,k⩾1 be real numbers, let (Bjk)j,k⩾1 be a
sequence of independent random variables with finite moment of order 2α,
and let

X ∶=
n

∑
k=1

RRRRRRRRRRR

m

∑
j=1

ajkBjk

RRRRRRRRRRR
.

We have

E [∣X −E[X]∣2α] ⩽ (84α)αE
⎡⎢⎢⎢⎢⎣

⎛
⎝

m

∑
j=1

n

∑
k=1

a2jk(Bjk −E[Bjk])2
⎞
⎠

α⎤⎥⎥⎥⎥⎦
.

Proof. Let (B′jk) be an independent copy of (Bjk), and for each j, k ⩾ 1, let
Xjk be the random variable obtained by substituting Bjk with B′jk in the
definition of X, and let

V ∶=
m

∑
j=1

n

∑
k=1
(X −Xjk)2.

By the Efron-Stein inequality for moments of order 2α (see [7, Theorem 15.5]),
we have

E [∣X −E[X]∣2α] ⩽ (21α)αE [V α] .
We next observe that

V ⩽∑
j,k

a2jk(Bjk −B′jk)
2

⩽ 2∑
j,k

a2jk ((Bjk −E[Bjk])2 + (B′jk −E[Bjk])2) .

The result then follows using that ∣x + y∣α ⩽ 2α−1(∣x∣α + ∣y∣α). □

The explicit formula for the ℓ∞ → ℓ∞ operator norm of a matrix involves
the calculation of the ℓ1 norm of each row. The next lemma and proposition
will help us to pin down the variance of each of these terms (with the choice
of α > 1 and γ = 2), even if we condition on all matrices except the last one.
(The choice of α = 1 and γ > 2 will also be used to control the fluctuations of
an error term.)
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Lemma 3.4. For each α ⩾ 1 and γ ⩾ 2, there exists a constant C < +∞
such that the following holds. Let (ajk)j,k⩾1 be real numbers, let (Bjk)j,k⩾1 be
a sequence of independent centered random variables with finite moment of
order 2αγ, and let

X ∶=
n

∑
k=1

RRRRRRRRRRR

m

∑
j=1

ajkBjk

RRRRRRRRRRR

γ

.

We have

E [∣X −E[X]∣2α] ⩽ Cmαγ−1nα−1
m

∑
j=1

n

∑
k=1
∣ajk∣2αγE[∣Bjk∣2αγ].

Proof. We start with the following elementary observation: for each a ⩾ 1,
there exists C < +∞ such that for every x, y ∈ R,

(3.10) ∣∣x + y∣a − ∣x∣a∣ ⩽ C ∣y∣a +C ∣x∣a−1∣y∣.

To see this, we write

∣∣x + y∣a − ∣x∣a∣ = ∣∫
y

0

d

dt
(∣x + t∣a) dt∣

⩽ C ∣∫
y

0
(∣x∣a−1 + ∣t∣a−1) dt∣

⩽ C ∣x∣a−1∣y∣ +C ∣y∣a.

We define (B′jk), Xjk, and V as in the proof of Lemma 3.3, and using (3.10),
we have for each fixed j and k that

Xjk −X = ∣ajk(B′jk −Bjk) +
m

∑
i=1
aikBik∣

γ

− ∣
m

∑
i=1
aikBik∣

γ

⩽ C ∣ajk(B′jk −Bjk)∣γ +C ∣ajk(B′jk −Bjk)∣ ∣
m

∑
i=1
aikBik∣

γ−1

.(3.11)

We appeal to Rosenthal’s inequality to write

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR
∑
i≠j
aikBik

RRRRRRRRRRR

2α(γ−1)⎤⎥⎥⎥⎥⎦
⩽ C∑

i≠j
∣aik∣2α(γ−1)E[∣Bik∣2α(γ−1)]

+C
⎛
⎝∑i≠j
∣aik∣2E[∣Bik∣2]

⎞
⎠

α(γ−1)

.

By isolating the summand indexed by j in the sum at the end of (3.11) and
using independence, we thus obtain that

(3.12) E [∣Xjk −X ∣
2α] ⩽ C ∣ajk∣2αγE[∣Bjk∣2αγ]

+C ∣ajk∣2αE[∣Bjk∣2α]{
m

∑
i=1
∣aik∣2α(γ−1)E[∣Bik∣2α(γ−1)]+(

m

∑
i=1
∣aik∣2E[∣Bik∣2])

α(γ−1)

}.
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Using that, for any Zi ⩾ 0 and β ⩾ 1, we have (∑m
i=1Zi)β ⩽mβ−1∑m

i=1Z
β
i , we

can simplify the bound (3.12) into

(3.13) E [∣Xjk −X ∣
2α] ⩽ C ∣ajk∣2αγE[∣Bjk∣2αγ]

+Cmα(γ−1)−1∣ajk∣2αE[∣Bjk∣2α]
m

∑
i=1
∣aik∣2α(γ−1)E[∣Bik∣2α(γ−1)].

Since

E
⎡⎢⎢⎢⎢⎣

⎛
⎝

m

∑
j=1

n

∑
k=1
(X −Xjk)2

⎞
⎠

α⎤⎥⎥⎥⎥⎦
⩽ (mn)α−1

m

∑
j=1

n

∑
k=1

E [∣X −Xjk∣2α] ,

we can now appeal to the Efron-Stein inequality for moments of order 2α (see
[7, Theorem 15.5]) and sum the estimate in (3.13) over all j, k to obtain that

E [∣X −E[X]∣2α] ⩽ C(mn)α−1
m

∑
j=1

n

∑
k=1
∣ajk∣2αγE[∣Bjk∣2αγ]

+Cmαγ−2nα−1
n

∑
k=1

⎛
⎝

m

∑
j=1
∣ajk∣2αE[∣Bjk∣2α]

⎞
⎠
⎛
⎝

m

∑
j=1
∣ajk∣2α(γ−1)E[∣Bjk∣2α(γ−1)]

⎞
⎠
.

Jensen’s inequality ensures that

m

∑
j=1
∣ajk∣2αE[∣Bjk∣2α] ⩽m1− 1

γ
⎛
⎝

m

∑
j=1
∣ajk∣2αγE[∣Bjk∣2αγ]

⎞
⎠

1
γ

,

and similarly,

m

∑
j=1
∣ajk∣2α(γ−1)E[∣Bjk∣2α(γ−1)] ⩽m1− γ−1

γ
⎛
⎝

m

∑
j=1
∣ajk∣2αγE[∣Bjk∣2αγ]

⎞
⎠

γ−1
γ

.

We obtain the result by combining the three previous displays. □

We now upgrade the previous concentration estimate for the variance so
that it applies to the entries of a product of random matrices.

Proposition 3.5 (Concentration estimate for the variance). For every α ⩾ 1
and integer p ⩾ 1, there exists a constant C < +∞ such that the following holds.
Let A(1) = (A(1)ij )1⩽i⩽n0,1⩽j⩽n1 , . . . ,A

(p) = (A(p)ij )1⩽i⩽np−1,1⩽j⩽np be independent
families of i.i.d. centered random variables with finite moment of order 4α,
and let

P ∶= A(1)⋯A(p) ∈ Rn0×np

denote the product of these matrices. For every i ∈ {1, . . . , n0}, we have

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
j=1
(∣Pij ∣2 −E[∣Pij ∣2])

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦
⩽ C(n1⋯np)2α(n−α1 +⋯ + n−αp )E[∣A

(1)
11 ∣

4α]⋯E[∣A(p)11 ∣
4α].
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Proof. For p = 1, Rosenthal’s inequality yields that

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n1

∑
j=1
(∣Pij ∣2 −E[P 2

ij])
RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦
⩽ C

n1

∑
j=1

E[∣ (∣Pij ∣2 −E[P 2
ij]) ∣2α]

+C
⎛
⎝

n1

∑
j=1

E [(∣Pij ∣2 −E[P 2
ij])

2]
⎞
⎠

α

,

which implies the desired bound.
We now proceed by induction, assume that p ⩾ 2, and use the same notation

as in the proof of Proposition 3.2, that is, we denote by P ′ the product of
the first p− 1 matrices, and by Ep the expectation with respect to the matrix
A(p) only, keeping the other variables fixed. We appeal to Lemma 3.4 to
write that

Ep

⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
j=1
(∣Pij ∣2 −Ep[∣Pij ∣2])

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦
⩽ Cn2α−1p−1 nα−1p

np−1
∑
j=1

np

∑
k=1
∣P ′ij ∣4αE[∣A

(p)
jk ∣

4α].

Taking the expectation with respect to all randomness and using the moment
bound from Proposition 3.2 yields that

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
j=1
(∣Pij ∣2 −Ep[∣Pij ∣2])

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦
⩽ C(n1⋯np−1)2αnαpE[∣A

(1)
11 ∣

4α]⋯E[∣A(p)11 ∣
4α].

We also observe that, for every i ⩽ n0 and k ⩽ np,

Ep [∣Pik∣2] = Ep

⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np−1
∑
j=1

P ′ijA
(p)
jk

RRRRRRRRRRR

2⎤⎥⎥⎥⎥⎦
=

np−1
∑
j=1
∣P ′ij ∣2E[∣A

(p)
11 ∣

2].

The induction hypothesis guarantees that

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np−1
∑
j=1
(∣P ′ij ∣2 −E[∣P ′ij ∣2])

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦
⩽ C(n1⋯np−1)2α(n−α1 +⋯ + n−αp−1)E[∣A

(1)
11 ∣

4α]⋯E[∣A(p−1)11 ∣4α].

Combining the three previous displays with the identity (3.8), we obtain the
desired result. □

In order to control some error term, it would also be convenient to have a
variant of Proposition 3.5 at our disposal in which the exponent 2 on ∣Pij ∣
is replaced by an exponent strictly larger than 2. For our purposes, we can
content ourselves with the following slightly weaker statement (in which we
write x+ ∶=max(x,0) to denote the positive part).
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Lemma 3.6. For every α ⩾ 1, C0 < +∞, and integer p ⩾ 1, there exists a
constant C < +∞ such that the following holds for all integers n = n0, n1, . . . , np
satisfying the constraint

∀q, q′ ∈ {0, . . . , p}, nq ⩽ C0nq′ .

Let A(1) = (A(1)ij )1⩽i⩽n0,1⩽j⩽n1 , . . . ,A
(p) = (A(p)ij )1⩽i⩽np−1,1⩽j⩽np be independent

families of i.i.d. centered random variables with finite moment of order 4α,
and let

P ∶= A(1)⋯A(p) ∈ Rn0×np

denote the product of these matrices. For every i ∈ {1, . . . , n0}, we have

(3.14) E
⎡⎢⎢⎢⎢⎣

⎛
⎝

np

∑
j=1
(∣Pij ∣2α −Cn(p−1)αE[∣A(1)11 ∣

2α]⋯E[∣A(p)11 ∣
2α])
⎞
⎠

2

+

⎤⎥⎥⎥⎥⎦
⩽ Cn2α(p−1)+1E[∣A(1)11 ∣

4α]⋯E[∣A(p)11 ∣
4α].

Proof. For p = 1, independence of the entries of the matrix readily yields that

E
⎡⎢⎢⎢⎢⎣

⎛
⎝

n1

∑
j=1
∣Pij ∣2α −E[∣Pij ∣2α]

⎞
⎠

2⎤⎥⎥⎥⎥⎦
=

n1

∑
j=1

E [(∣Pij ∣2α −E[∣Pij ∣2α])
2]

⩽ n1E [∣A(1)11 ∣
4α] ,

and this implies the announced bound.
Arguing by induction, we now assume that p ⩾ 2. By Lemma 3.4, we have

Ep

⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
j=1
(∣Pij ∣2α −Ep[∣Pij ∣2α])

RRRRRRRRRRR

2⎤⎥⎥⎥⎥⎦
⩽ Cn2α−1p−1

np−1
∑
j=1

np

∑
k=1
∣P ′ij ∣4αE[∣A

(p)
jk ∣

4α].

Taking the expectation with respect to all randomness and using the moment
bound from Proposition 3.2 yields that

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
j=1
(∣Pij ∣2α −Ep[∣Pij ∣2α])

RRRRRRRRRRR

2⎤⎥⎥⎥⎥⎦
⩽ Cn2α(p−1)+1E[∣A(1)11 ∣

4α]⋯E[∣A(p)11 ∣
4α].

From the identity just below, we see that the quantity Ep [∣Pik∣2α] does not
depend on k, and by Rosenthal’s inequality, we have

Ep [∣Pik∣2α] = Ep

⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np−1
∑
j=1

P ′ijA
(p)
jk

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦

⩽ C
np−1
∑
j=1
∣P ′ij ∣2αE[∣A

(p)
jk ∣

2α] +C
⎛
⎝

np−1
∑
j=1
∣P ′ij ∣2E[∣A

(p)
jk ∣

2]
⎞
⎠

α

⩽ Cnα−1p−1E[∣A
(p)
11 ∣

2α]
np−1
∑
j=1
∣P ′ij ∣2α.
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We use the induction hypothesis to estimate the last sum as

E
⎡⎢⎢⎢⎢⎣

⎛
⎝

np−1
∑
j=1
(∣P ′ij ∣2α −Cn(p−2)αE[∣A

(1)
11 ∣

2α]⋯E[∣A(p−1)11 ∣2α])
⎞
⎠

2

+

⎤⎥⎥⎥⎥⎦
⩽ Cn2α(p−2)+1E[∣A(1)11 ∣

4α]⋯E[∣A(p−1)11 ∣4α].

Combining the last three displays yields the desired result. □

We are now ready to complete the proof of Theorem 1.4.

Proof of Theorem 1.4. We fix a constant C0 < +∞ and only consider integers
n0, . . . , np that satisfy

(3.15) ∀q, q′ ∈ {0, . . . , p}, nq ⩽ C0nq′ .

In some estimates that are only monitored up to a multiplicative constant,
we use the shorthand notation n ∶= n0. We denote by Ep the expectation
with respect to A(p) only, keeping all the other random variables fixed. For
convenience of notation, we use the shorthand B ∶= A(p). We denote by P ′
the product of the first p − 1 matrices, so that P = P ′B. We thus aim to
estimate

∥P ∥ℓ∞→ℓ∞ = max
1⩽i⩽n0

np

∑
k=1

RRRRRRRRRRR

np−1
∑
j=1

P ′ijBjk

RRRRRRRRRRR
.

Throughout this proof, the constant C < +∞ is allowed to depend on the
laws of the underlying random variables (through their moments), and may
change from one occurence to another.

By Lemma 3.3 (which here we use in a case where, in the notation of this
proposition, the coefficient ajk does not depend on k) and Jensen’s inequality,
we have for every i ⩽ n0 that

Ep

⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
k=1

⎛
⎝

RRRRRRRRRRR

np−1
∑
j=1

P ′ijBjk

RRRRRRRRRRR
−Ep

RRRRRRRRRRR

np−1
∑
j=1

P ′ijBjk

RRRRRRRRRRR

⎞
⎠

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦
⩽ Cnα−1p−1n

α
p

np−1
∑
j=1
∣P ′ij ∣2α.

Proposition 3.2 ensures that

(3.16) E[∣P ′ij ∣2α] ⩽ Cn(p−2)α,

and thus

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
k=1

⎛
⎝

RRRRRRRRRRR

np−1
∑
j=1

P ′ijBjk

RRRRRRRRRRR
−Ep

RRRRRRRRRRR

np−1
∑
j=1

P ′ijBjk

RRRRRRRRRRR

⎞
⎠

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦
⩽ Cnpα.

We therefore obtain that, for every i ⩽ n0,

P
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
k=1

⎛
⎝

RRRRRRRRRRR

np−1
∑
j=1

P ′ijBjk

RRRRRRRRRRR
−Ep

RRRRRRRRRRR

np−1
∑
j=1

P ′ijBjk

RRRRRRRRRRR

⎞
⎠

RRRRRRRRRRR
⩾ εn

p+1
2

⎤⎥⎥⎥⎥⎦
⩽ Cε−2αn−α.
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By a union bound, in order to prove the theorem, it suffices to show that

(3.17) (n1⋯np−1)−
1
2 max
1⩽i⩽n0

Ep

RRRRRRRRRRR

np−1
∑
j=1

P ′ijBj1

RRRRRRRRRRR

(prob.)
ÐÐÐÐ→

√
2

π
.

By Proposition 3.1, we have for every i ⩽ n0 that
RRRRRRRRRRRRRR
Ep

RRRRRRRRRRR

np−1
∑
j=1

P ′ijBj1

RRRRRRRRRRR
−
√

2

π

⎛
⎝

np−1
∑
j=1
∣P ′ij ∣2

⎞
⎠

1
2
RRRRRRRRRRRRRR
⩽ 4
⎛
⎝

np−1
∑
j=1
∣P ′ij ∣2

⎞
⎠

1
2
−α np−1
∑
j=1
∣P ′ij ∣2α.

By Proposition 3.5, we have

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np−1
∑
j=1
(∣P ′ij ∣2 −E[∣P ′ij ∣2])

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦
⩽ Cn2(p−2)α+α,

so for every ε > 0,

(3.18) P
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np−1
∑
j=1
(∣P ′ij ∣2 −E[∣P ′ij ∣2])

RRRRRRRRRRR
⩾ εnp−1

⎤⎥⎥⎥⎥⎦
⩽ Cε−2αn−α.

Recalling also from Proposition 3.2 that

E[∣P ′ij ∣2] = n1⋯np−2,

we obtain (3.17) provided that we can assert that, for every ε > 0,

(3.19) P
⎡⎢⎢⎢⎢⎢⎣

⎛
⎝

np−1
∑
j=1
∣P ′ij ∣2

⎞
⎠

1
2
−α np−1
∑
j=1
∣P ′ij ∣2α ⩾ εn

p−1
2

⎤⎥⎥⎥⎥⎥⎦
= o (n−1) .

Using (3.18), we see that it suffices to show that, for every ε > 0,

(3.20) P
⎡⎢⎢⎢⎢⎣

np−1
∑
j=1
∣P ′ij ∣2α ⩾ εn(p−1)α

⎤⎥⎥⎥⎥⎦
= o(n−1).

By Lemma 3.6, we have

E
⎡⎢⎢⎢⎢⎣

⎛
⎝

np−1
∑
j=1
(∣P ′ij ∣2α −Cn(p−2)α)

⎞
⎠

2

+

⎤⎥⎥⎥⎥⎦
⩽ Cn2(p−2)α+1,

so by Chebyshev’s inequality,

P
⎡⎢⎢⎢⎢⎣

np−1
∑
j=1
(∣P ′ij ∣2α −Cn(p−2)α) ⩾ εn(p−1)α

⎤⎥⎥⎥⎥⎦
⩽ Cε−2n1−2α.

This implies (3.20) and thus completes the proof. □

We now show by way of example that, in the setting of Theorem 1.4 and
for p = 2, the assumption that the entries of A(1) have a finite moment of
order 4α for some α > 1 is essentially necessary.
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Proposition 3.7 (Optimality of moment assumption). The following holds
for every ε > 0 sufficiently small. There exist two independent families
A = (Aij)i,j⩽n, B = (Bjk)j,k⩽n of i.i.d. centered random variables, with B11

having finite moments of every order and A11 having a finite moment of order
4 − 10ε, such that

lim
n→+∞

P [∥AB∥ℓ∞→ℓ∞ ⩽ n
3
2
+ε] = 0.

Proof. We fix the distribution of A11 in such a way that for every x ⩾ 1,

P [∣A11∣ ⩾ x] = x−4+9ε.

This random variable has a finite moment of order 4 − 10ε. We also choose
the distribution of B11 to be Gaussian with unit variance. We observe that

P[∃i, j ⩽ n ∶ ∣Aij ∣ ⩾ n
1
2
+ε] = 1 − (1 − n−(

1
2
+ε)(4−9ε))

n2

.

For ε > 0 sufficiently small, the quantity above tends to 1 as n tends to
infinity. Let I, J ⩽ n be A-measurable random indices such that

AIJ =max
i,j⩽n

Aij .

Conditionally on A, the random variables

⎛
⎝

n

∑
j=1

AIjBjk

⎞
⎠
k⩽n

are independent Gaussians with the same variance ∑n
j=1A

2
Ij ⩾ A2

IJ . In
particular, by taking δ > 0 sufficiently small (δ = 1/2 would do), we can make
sure that

P
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n

∑
j=1

AIjBjk

RRRRRRRRRRR
⩾ δ∣AIJ ∣ ∣ A

⎤⎥⎥⎥⎥⎦
⩾ 1

2
.

By independence, we deduce (using for instance [20, (2.18)]) that

P
⎡⎢⎢⎢⎢⎣

n

∑
k=1

RRRRRRRRRRR

n

∑
j=1

AIjBjk

RRRRRRRRRRR
⩾ nδ

4
∣AIJ ∣ ∣ A

⎤⎥⎥⎥⎥⎦
⩾ 1 − e−

n
16 .

Since ∣AIJ ∣ ⩾ n
1
2
+ε with probability tending to 1, this completes the proof. □

4. Products that start and end with 1

In this section, we prove Theorem 1.8.

Proof of Theorem 1.8. We only consider the case p ⩾ 2, the case p = 1 being a
direct application of the central limit theorem. Without loss of generality, we
assume that α ⩽ 3

2 . We denote by P ′ the product of the first p−1 matrices, so
that P = P ′A(p), and write Ep for the expectation with respect to A(p). We
impose the constraint (3.15) throughout. Denoting by N a standard Gaussian
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random variable, we learn from Proposition 3.1 that for every 1-Lipschitz
function h ∶ R→ R, we have
RRRRRRRRRRRRRR
Ep

⎡⎢⎢⎢⎢⎢⎣
h
⎛
⎜
⎝

⎛
⎝
np

np−1
∑
j=1
(
n0

∑
i=1
P ′ij)

2⎞
⎠

− 1
2

∑
i,j,k

P ′ijA
(p)
jk

⎞
⎟
⎠

⎤⎥⎥⎥⎥⎥⎦
−E[h(N )]

RRRRRRRRRRRRRR

⩽ 4n1−αp

⎛
⎝

np−1
∑
j=1
(
n0

∑
i=1
P ′ij)

2⎞
⎠

−α np−1
∑
j=1
∣
n0

∑
i=1
P ′ij∣

2α

,

where the summation over i, j, k is over i ⩽ n0, j ⩽ np−1, and k ⩽ np. The
proof will be complete provided that we can show that, for some constant
C < +∞ which may depend on the law of the matrix entries,

(4.1) E
⎡⎢⎢⎢⎢⎣
∣
n0

∑
i=1
P ′ij∣

2α⎤⎥⎥⎥⎥⎦
⩽ C(n0⋯np−2)α,

as well as

(4.2) (n0⋯np−1)−1
np−1
∑
j=1
(
n0

∑
i=1
P ′ij)

2
(prob.)

ÐÐÐÐÐÐÐÐ→
n0≍⋯≍np−1→∞

1.

These two results follow from the next two lemmas respectively. □

Lemma 4.1. For every α ⩾ 1, and integer p ⩾ 1, there exists a constant C <
+∞ such that the following holds. Let A(1) = (A(1)ij )1⩽i⩽n0,1⩽j⩽n1 , . . . ,A

(p) =
(A(p)ij )1⩽i⩽np−1,1⩽j⩽np be independent families of i.i.d. centered random variables
with unit variance and a finite moment of order 2α, and let

P ∶= A(1)⋯A(p) ∈ Rn0×np

denote the product of these matrices. For every j ∈ {1, . . . , np}, we have

E
⎡⎢⎢⎢⎢⎣
∣
n0

∑
i=1
Pij∣

2α⎤⎥⎥⎥⎥⎦
⩽ CE[∣A(1)11 ∣

2α]⋯E[∣A(p)11 ∣
2α] (n0⋯np−1)α.

Proof. For p = 1, the result follows directly from Rosenthal’s inequality. We
now consider the case p ⩾ 2. We use the notation E1 to denote the expectation
with respect to A(1) only, and denote by P ′ the product of the p − 1 last
matrices, so that P = A(1)P ′. For each k ∈ {1, . . . , np}, Rosenthal’s inequality
gives us that

E1

⎡⎢⎢⎢⎢⎣
∣
n0

∑
i=1
Pik∣

2α⎤⎥⎥⎥⎥⎦
= E1

⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n0

∑
i=1

n1

∑
j=1

A
(1)
ij P

′
jk

RRRRRRRRRRR

2α⎤⎥⎥⎥⎥⎦

⩽ C
n0

∑
i=1

n1

∑
j=1
∣P ′jk∣

2αE [∣A(1)ij ∣
2α] +C

⎛
⎝

n0

∑
i=1

n1

∑
j=1
∣P ′jk∣

2E [∣A(1)ij ∣
2]
⎞
⎠

α

⩽ C(n0n1)α−1
n0

∑
i=1

n1

∑
j=1
∣P ′jk∣

αE [∣A(1)ij ∣
2α] ,
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where we used Jensen’s inequality in the last step. Taking the expectation with
respect to all randomness and using the moment estimate from Proposition 3.2,
we obtain the announced result. □

Lemma 4.2. Under the same assumptions as in Lemma 4.1, and assuming
also that α ⩽ 2, there exists a constant C < +∞ depending only on p and α
such that

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
j=1
(
n0

∑
i=1
Pij)

2

− n0⋯np
RRRRRRRRRRR

α⎤⎥⎥⎥⎥⎦
⩽ C(n0⋯np)α (n1−α1 +⋯ + n1−αp )E[∣A(1)11 ∣

2α]⋯E[∣A(p)11 ∣
2α].

Proof. We prove the statement by induction on p. In the case p = 1, the von
Bahr-Esseen inequality gives us that

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n1

∑
j=1
(
n0

∑
i=1
Pij)

2

−
n1

∑
j=1

n0

∑
i=1

E [∣Pij ∣2]
RRRRRRRRRRR

α⎤⎥⎥⎥⎥⎦
⩽ 2

n1

∑
j=1

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR
(
n0

∑
i=1
Pij)

2

−
n0

∑
i=1

E[P 2
ij]
RRRRRRRRRRR

α⎤⎥⎥⎥⎥⎦

⩽ 4
n1

∑
j=1

E
⎡⎢⎢⎢⎢⎣
∣
n0

∑
i=1
Pij∣

2α⎤⎥⎥⎥⎥⎦
⩽ Cnα0n1E [∣P11∣2α] ,

where we also used Lemma 4.1 (i.e. Rosenthal’s inequality) in the last step.
Assuming from now on that p ⩾ 2, we use the same notation as in the proof of
Theorem 1.4 to write B = A(p) and P ′ the product of the first p − 1 matrices,
so that P = P ′B, and we write Ep to denote the expectation with respect to
B = A(p) only. By the von Bahr-Esseen inequality,

Ep

⎡⎢⎢⎢⎢⎣

RRRRRRRRRRRRR

np

∑
k=1

⎛
⎝∑i,j

P ′ijBjk

⎞
⎠

2

− npEp

⎡⎢⎢⎢⎢⎣

⎛
⎝∑i,j

P ′ijBjk

⎞
⎠

2⎤⎥⎥⎥⎥⎦

RRRRRRRRRRRRR

α⎤⎥⎥⎥⎥⎦

⩽ 2
np

∑
k=1

Ep

⎡⎢⎢⎢⎢⎣

RRRRRRRRRRRRR

⎛
⎝∑i,j

P ′ijBjk

⎞
⎠

2

−Ep

⎡⎢⎢⎢⎢⎣

⎛
⎝∑i,j

P ′ijBjk

⎞
⎠

2⎤⎥⎥⎥⎥⎦

RRRRRRRRRRRRR

α⎤⎥⎥⎥⎥⎦
,

where the summation indices i, j range over i ⩽ n0 and j ⩽ np−1. Recalling
that ∑j P

′
ijBjk = Pik, we can appeal to Lemma 4.1 to obtain that

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

np

∑
k=1
(
n0

∑
i=1
Pij)

2

− np
np−1
∑
j=1
(
n0

∑
i=1
P ′ij)

2RRRRRRRRRRR

α⎤⎥⎥⎥⎥⎦
⩽ C(n0⋯np−1)αnpE[∣A(1)11 ∣

2α]⋯E[∣A(p)11 ∣
2α].

The induction hypothesis then allows us to conclude. □



20 JEAN-CHRISTOPHE MOURRAT

5. Products starting with 1

In this section, we focus on the proof of Theorem 1.6, which concerns
products of random matrices with centered entries preceded by a 1-type
matrix. We start by considering the case in which a single random matrix is
involved.

Proposition 5.1 (The case of 1A). Let A(1) = (A(1)ij )1⩽i⩽n0,1⩽j⩽n1 be a family
of i.i.d. centered random variables with unit variance. We have

n−11 n
− 1

2
0 ∥1m,n0A∥ℓ∞→ℓ∞

(prob.)
ÐÐÐÐÐ→
n0≍n1→∞

√
2

π
.

Proof. We start by noting that

∥1A∥ℓ∞→ℓ∞ =
n1

∑
j=1
∣
n0

∑
i=1
Aij∣ .

Lemma 3.3 gives us that

E [∣∥1A∥ℓ∞→ℓ∞ −E[∥1A∥ℓ∞→ℓ∞]∣2] ⩽ Cn0n1.
By Chebyshev’s inequality, it therefore suffices to show that

n
− 1

2
0 E ∣

n0

∑
i=1
Aij∣ÐÐÐÐ→

n1→+∞

√
2

π
.

This follows from the central limit theorem and a truncation argument. (If
a moment of order higher than 2 is assumed, this also follows directly from
Proposition 3.1.) □

We now turn to the proof of Theorem 1.6 per se.

Proof of Theorem 1.6. The case p = 1 involving a single random matrix is
covered by Proposition 5.1, so we assume p ⩾ 2 from now on. We denote by
Ep the expectation with respect to A(p) only, keeping all the other random
variables fixed. We write P ′ to denote the product of the first p − 1 matrices,
and use the shorthand notation B ∶= A(p), so that P = P ′B and

∥1P ∥ℓ∞→ℓ∞ =
np

∑
k=1

RRRRRRRRRRR

n0

∑
i=1

np−1
∑
j=1

P ′ijBjk

RRRRRRRRRRR
.

We also impose the constraint (3.15) on the integers n0, . . . , np, and write
n ∶= n0 for short. Within this proof, the constant C < +∞ is allowed to
depend on the laws of the entries of the random matrices. Using Lemma 3.3
with respect to Ep, we see that

Ep [∣∥1P ∥ℓ∞→ℓ∞ −Ep[∥1P ∥ℓ∞→ℓ∞]∣2] ⩽ Cnp
np−1
∑
j=1
(
n0

∑
i=1
P ′ij)

2

.

Using Lemma 4.1, we deduce that

E [∣∥1P ∥ℓ∞→ℓ∞ −Ep[∥1P ∥ℓ∞→ℓ∞]∣2] ⩽ Cnp+1.
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By Chebyshev’s inequality, we can thus study the asymptotics of Ep[∥1P ∥ℓ∞→ℓ∞]
in place of ∥1P ∥ℓ∞→ℓ∞ , and we have

Ep[∥1P ∥ℓ∞→ℓ∞] = npEp

RRRRRRRRRRR

n0

∑
i=1

np−1
∑
j=1

P ′ijBj1

RRRRRRRRRRR
.

By Proposition 3.1, we have that

RRRRRRRRRRRRRR

⎛
⎝

np−1
∑
j=1
(
n0

∑
i=1
P ′ij)

2⎞
⎠

− 1
2

Ep

RRRRRRRRRRR
∑
i,j

P ′ijBj1

RRRRRRRRRRR
−
√

2

π

RRRRRRRRRRRRRR

⩽ C
⎛
⎝

np−1
∑
j=1
(
n0

∑
i=1
P ′ij)

2⎞
⎠

−α np−1
∑
j=1
∣
n0

∑
i=1
P ′ij∣

2α

.

The estimates (4.1) and (4.2), themselves derived from Lemmas 4.1 and 4.2
respectively, allow us to conclude. □

6. Products ending with 1

This section is focused on the proof of Theorem 1.9. That is, we consider
products of random matrices with centered entries to which we append a
1-type matrix at the end. In the previous base cases, the fact that the
expression for the operator norm in (1.1) involves a maximum was dealt
with using concentration estimates, so that the asymptotic behavior of the
maximum was no different than, say, the term indexed by i = 1. The case
studied in this section is fundamentally different, as the maximum creates a
genuine change of behavior witnessed by an additional logarithmic divergence.
The workhorse of the proof of Theorem 1.9 is the following proposition.

Proposition 6.1. Let (Bij)i,j⩾1 be a family of i.i.d. centered random variables
with unit variance and finite fourth moment. For all real numbers (aj,n)1⩽j⩽n
satisfying

(6.1)
n

∑
j=1

a2j,n = n, ∀j ⩽ n, ∣aj,n∣ ⩽ n
1
20 ,

and

(6.2) lim
n→∞

1

(logn)2n

n

∑
j=1

a4j,n = 0,

we have

(6.3) (2n logm)−
1
2 max
1⩽i⩽m

RRRRRRRRRRR

n

∑
j=1

Bijaj,n

RRRRRRRRRRR

(prob.)
ÐÐÐÐ→
m≍n→∞

1.

Proof. We fix C0 < +∞ and only consider choices of m,n that satisfy C−10 m ⩽
n ⩽ C0m. We define

B̃ij ∶= Bij1{∣Bij ∣⩽n1/4}, B̂ij ∶= Bij1{∣Bij ∣>n1/4},
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and
Bij ∶= B̃ij −E [B̃ij] .

Although this is kept implicit in the notation, we stress that these random
variables depend on n. We decompose the rest of the proof into four steps.

Step 1. In this step, we show that in the expression on the left side of (6.3),
we may as well substitute Bij with Bij . Since Bij is centered, we have

Bij = B̃ij + B̂ij = B̃ij −E[B̃ij] + B̂ij −E[B̂ij] = Bij + B̂ij −E[B̂ij].
Moreover,

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n

∑
j=1

aj,n(B̂ij −E[B̂ij])
RRRRRRRRRRR

4⎤⎥⎥⎥⎥⎦

⩽
n

∑
j=1

a4j,nE [∣B̂ij −E[B̂ij]∣4] + 6
⎛
⎝

n

∑
j=1

a2j,nE[∣B̂ij −E[B̂ij]∣2]
⎞
⎠

2

.

By Chebyshev’s inequality, we have

∣E [B̂ij]∣ ⩽
E[∣Bij ∣4]

n
and E [∣B̂ij ∣2] ⩽

E[∣Bij ∣4]√
n

,

so

E
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n

∑
j=1

aj,n(B̂ij −E[B̂ij])
RRRRRRRRRRR

4⎤⎥⎥⎥⎥⎦
⩽ C

n

∑
j=1

a4j,n.

It therefore follows that, for every ε > 0,

P
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n

∑
j=1

aj,n(B̂ij −E[B̂ij])
RRRRRRRRRRR
⩾ ε
√
n logm

⎤⎥⎥⎥⎥⎦
⩽ C(nε2 logm)−2

n

∑
j=1

a4j,n,

and by a union bound, we obtain that

P
⎡⎢⎢⎢⎢⎣
max
1⩽i⩽m

RRRRRRRRRRR

n

∑
j=1

aj,n(B̂ij −E[B̂ij])
RRRRRRRRRRR
⩾ ε
√
n logm

⎤⎥⎥⎥⎥⎦
⩽ Cn−1ε−4(logm)−2

n

∑
j=1

a4j,n.

In order to prove the result, it therefore suffices to show that

(6.4) (2n logm)−
1
2 max
1⩽i⩽m

RRRRRRRRRRR

n

∑
j=1

Bijaj,n

RRRRRRRRRRR

(prob.)
ÐÐÐÐ→
m≍n→∞

1.

Step 2. We recall that the law of B11 depends on n. For every λ ∈ R, we
define

ψn(λ) ∶= logE [eλB11] .
The goal of this step is to work out a Taylor expansion of ψn near the origin.
We denot by (κk,n)k⩾1 the cumulants of B11, so that

ψn(λ) =
+∞
∑
k=1

κk,n
λk

k!
.
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Since B11 has finite fourth moment, for every k ∈ {1, 2, 3, 4}, we can define κk
the k-th cumulant of B11, and we have limn→+∞ κk,n = κk. For any bounded
random variable X, we write

Eλ[X] ∶=
E[XeλB11]
E[eλB11]

Although the notation does not show it, this expectation depends on n. We
have

ψ′n(λ) = Eλ[B11],
and we can compute the subsequent derivatives of ψn by induction using the
observation that, for every integer k ⩾ 1,

d

dλ
Eλ[B

k
11] = Eλ[B

k+1
11 ] −Eλ[B

k
11]Eλ[B11].

The k-th derivative of ψn is therefore a polynomial in (Eλ[B
ℓ
11])ℓ⩽k, and it

is homogeneous in B11 of degree k. In particular, for each k, there exists a
constant Ck < +∞ such that ∣ψ(k)n ∣ ⩽ Ckn

k
4 . Observing also that κ1,n = 0, we

thus have that, for every λ ∈ R,

(6.5) ∣ψn(λ) −
4

∑
k=2

κk,n
λk

k!
∣ ⩽ C5∣λ∣5n

5
4 .

In the sequel, we will want to make use of this expansion for λ of the order of√
(logn)/n. Recall also that limn→∞ κ2,n = κ2 = 1. In place of (6.5), it will

suffice for us to notice that in the limit n→∞, λ→ 0 with ∣λ∣ = o(n−
5
12 ), we

have that

(6.6) ψn(λ) =
λ2

2
(1 + o(1)).

Step 3. In this step, we prove the upper bound in our goal of showing (6.4).
More precisely, fixing ε > 0, we show that

(6.7) P
⎡⎢⎢⎢⎢⎣

RRRRRRRRRRR

n

∑
j=1

aj,nBij

RRRRRRRRRRR
⩾ (1 + ε)

√
2n logn

⎤⎥⎥⎥⎥⎦
= o (n−1) .

To show (6.7), we use Chebyshev’s inequality to write, for λ ⩾ 0,

P
⎡⎢⎢⎢⎢⎣

n

∑
j=1

aj,nBij ⩾ (1 + ε)
√
2n logn

⎤⎥⎥⎥⎥⎦
⩽ exp

⎛
⎝
−λ(1 + ε)

√
2n logn +

n

∑
j=1

ψn(aj,nλ)
⎞
⎠
.

We select λ = (1 + ε)
√
2(logn)/n and use the expansion in (6.6) and the

assumptions in (6.1) to obtain that

P
⎡⎢⎢⎢⎢⎣

n

∑
j=1

aj,nBij ⩾ (1 + ε)
√
2n logn

⎤⎥⎥⎥⎥⎦
⩽ exp (−(1 + ε)2(1 + o(1)) logn) .
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The same argument also applies to the estimatation of the lower deviations
of the sum, and we thus obtain (6.7).

Step 4. In this step, we prove the lower bound corresponding to (6.4) and
thereby complete the proof. We introduce the events E+ and E− defined
respectively by

n

∑
j=1

aj,nBij ⩾
√
2n logn and

n

∑
j=1

aj,nBij ⩽ (1 − 2ε)
√
2n logn,

as well as E ∶= Ec+ ∩ Ec− (with Ec denoting the complementary of E). For
λn ∶= (1 − ε)

√
2(logn)/n, we write

(6.8) P [E] ⩾ E
⎡⎢⎢⎢⎢⎣
exp
⎛
⎝
λn

n

∑
j=1

aj,nBij
⎞
⎠
1E

⎤⎥⎥⎥⎥⎦
exp (−λn

√
2n logn) .

We aim to show that, up to a multiplicative error of 1 + o(1), we can remove
the indicator function 1E in (6.8). For µn ∶= ε

√
2(logn)/n ⩾ 0, we have

E
⎡⎢⎢⎢⎢⎣
exp
⎛
⎝
λn

n

∑
j=1

aj,nBij
⎞
⎠
1E+

⎤⎥⎥⎥⎥⎦

⩽ E
⎡⎢⎢⎢⎢⎣
exp
⎛
⎝
(λn + µn)

n

∑
j=1

aj,nBij
⎞
⎠

⎤⎥⎥⎥⎥⎦
exp (−µn

√
2n logn)

⩽ exp
⎛
⎝
−µn
√
2n logn +

n

∑
j=1

ψn(aj,n(λn + µn))
⎞
⎠

⩽ exp ((1 − 2ε)(1 + o(1)) logn) .

For E−, a similar argument yields that

E
⎡⎢⎢⎢⎢⎣
exp
⎛
⎝
λn

n

∑
j=1

aj,nBij
⎞
⎠
1E−

⎤⎥⎥⎥⎥⎦

⩽ E
⎡⎢⎢⎢⎢⎣
exp
⎛
⎝
(λn − µn)

n

∑
j=1

aj,nBij
⎞
⎠

⎤⎥⎥⎥⎥⎦
exp (µn(1 − 2ε)

√
2n logn)

⩽ exp
⎛
⎝
µn(1 − 2ε)

√
2n logn +

n

∑
j=1

ψn(aj,n(λn − µn))
⎞
⎠

⩽ exp ((1 − 2ε)(1 + o(1)) logn) .

Since

E
⎡⎢⎢⎢⎢⎣
exp
⎛
⎝
λn

n

∑
j=1

aj,nBij
⎞
⎠

⎤⎥⎥⎥⎥⎦
= exp

⎛
⎝

n

∑
j=1

ψn(aj,nλ)
⎞
⎠
= exp ((1 − ε)2(1 + o(1)) logn) ,



OPERATOR ℓ∞ → ℓ∞ NORM OF PRODUCTS OF RANDOM MATRICES 25

we can combine these estimates with (6.8) to obtain that

P[E] ⩾ exp ((1 − ε)2(1 + o(1)) logn − λn
√
2n logn)

⩾ exp (−(1 − ε2)(1 + o(1)) logn) .

To sum up, we have obtained that nP[E] diverges to infinity like a small
power of n. By independence, we also have that

P
⎡⎢⎢⎢⎢⎣
max
1⩽i⩽m

n

∑
j=1

aj,nBij > (1 − 2ε)
√
2n logn

⎤⎥⎥⎥⎥⎦
⩾ 1 − (1 − P[E])n,

and thus this probability tends to 1 as n tends to infinity, as desired. □

Remark 6.2. To further prepare the ground for the proof of Theorem 1.9, we
note that the following strengthening of Proposition 6.1 is also valid. With
the same assumptions on B as in Proposition 6.1, suppose now that the
coefficients (aj,n) are random, independent of B, and satisfy

n

∑
j=1

a2j,n = n a.s.,

P [2n−
1
20 max

j⩽n
∣aj,n∣ ⩽ 1]ÐÐÐ→

n→∞
1,

and
1

(logn)2n

n

∑
j=1

a4j,n
(prob.)
ÐÐÐÐ→
n→∞

0.

We claim that under these assumptions, the conclusion (6.3) of Proposition 6.1
still holds. One possible way to see this is to simply inspect the proof
given above. Alternatively, one can appeal to Skorokhod’s representation
theorem and build a new probability space for the variables (aj,n) under
which the condition (6.1) holds almost surely for n sufficiently large, and the
condition (6.2) holds almost surely. With this construction, we can appeal to
Proposition 6.1 as stated to conclude for the stronger result.

Proof of Theorem 1.9. We have

(6.9) m−1∥P1np,m∥ℓ∞→ℓ∞ = max
1⩽i⩽n0

RRRRRRRRRRR

np

∑
j=1

Pij

RRRRRRRRRRR
.

We argue by induction on p. In the case p = 1, a direct application of
Proposition 6.1 allows us to obtain the announced result. From now on,
we assume that p ⩾ 2, let P ′ denote the product of the p − 1 last matrices,
and write P1, E1 to denote respectively the probability and the expectation
with respect to A(1) only, keeping the other variables fixed. We also use
the shorthand notation B ∶= A(1), so that P = BP ′. We also impose the
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constraint (3.15) on the integers n0, . . . , np. The quantity on the right side
of (6.9) can be rewritten as

(6.10) max
1⩽i⩽n0

RRRRRRRRRRR

n1

∑
j=1

np

∑
k=1

BijP
′
jk

RRRRRRRRRRR
.

Applying Lemmas 4.2 and 4.1 to the transpose of P ′ yield, respectively, that

(n1⋯np)−1
n1

∑
j=1
∣
np

∑
k=1

P ′jk∣
2

(prob.)
ÐÐÐÐÐÐÐ→
n1≍⋯≍np→∞

1

and

E
⎡⎢⎢⎢⎢⎣

n1

∑
j=1
∣
np

∑
k=1

P ′jk∣
4⎤⎥⎥⎥⎥⎦
⩽ Cn1(n2⋯np)2.

By the induction hypothesis, the event that

max
1⩽j⩽n1

∣
np

∑
k=1

P ′jk∣ ⩽ 2(n2⋯np logn1)
1
2

has probability tending to 1 as n1 ≍ ⋯ ≍ np →∞. In view also of Remark 6.2,
we are thus in a position to appeal to Proposition 6.1 and conclude for the
desired result. □
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