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Background

Fig. 1: 5G Infrastructures

5G System :
1. RAN Radio Access Network that introduces new radio technologies.
2. Core network that relies on softwarization and a cloud-native architecture.
3. SDN-enabled transport network that interconnects the RAN and the core network.

Network slicing is a technology to enables the partitioning of the network infrastructure into

multiple tenants networks, each tailored for certain QoS for their users.

Problem formulation

Given a network topology and a virtualized slice service pool : How can we guarantee both slice
performance and low energy consumption?

1. We assume that we can optimize energy efficiency in the network with resource allocation
and traffic steering.

2. What are our resources: network bandwidth and processing power.
3. Objective: solve energy-efficient 5G slicing placement problem.

1. Which physical machines will uses to host each VNF of slice service provider request?

2. How to map the VNFs ) how to handle SFC?

3. How to re-routing traffic between VNFs?

4. How to gaurantee low network energy cost for NSPR provisionning?

We address in this problem four challenges: energy saving, resource utilization, network traffic
and QoS, then the problem can be modeled as NUM (1)(2)(Network Utility Maximization)
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Methodology

Fig. 2: We propose RL to solve the problem

MDP of the problem :
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2. Action Space: find the optimal configuration for each slice request;
3. Reward: utility function of the problem;
4. Policy: specifies how the controller chooses its action given the observation;
5. Goal: find optimal policy for the controller that maximizes the expected return.

Design and Evaluation

‚ Working with Network Emulators, Ryu controller, mininet, networkx for simulating network
behavior

‚ We designing our network states and actions in the OpenAI Gym environment
‚ Agent learning algorithm: DQN

— Reward function and objective function
— Energy saving
— Link load
— Path stretch for energy solution vs shortest path for each request
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Software Defined Low-power Lossy Wireless Networks

Programmable LLWN 
Device

Context

ProblemSolution

• Reduce power consumption
• Increase Reusability
• Reduce e-waste



Collect energy/performance
metrics and leverage
similarities between
workloads

Heterogeneity-aware resource management in the edge-cloud continuum 
Romain Carlier (1st year Ph.D. student) and Prof. Etienne Rivière, UCLouvain, Belgium

CONTEXT AND MOTIVATION

The edge-cloud continuum is of increasing popularity for multiple use cases, and increasingly heterogeneous
Current resource allocation approaches are single-application-centric, raising some concerns about the environmental footprint

OBJECTIVES

Focus on a multi-application view of infrastructure resources to:
Maximize the lifespan of existing appliances, raising endurance
Assign only necessary and sufficient resources, targeting thriftiness

1

Heterogeneity

2

3 Scheduling

Profiles

Consider WebAssembly
as a universal runtime for
the continuum

Use the uncovered profiles to
integrate my objectives in an
edge-cloud orchestrator

APPROACH

CHALLENGES
Taming ISA-heterogeneity1.
Characterizing application profiles2.
Designing metrics and scheduling policies3.



  

● Master : Fundamental Computer 
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● Internship : Modeling 
Consumption Mobile Network

G.Gunnebaud & A.Bugeau

● Voluntary Service : Development 
Green Mobility

 https://theshiftproject.org/mondes-virtuels-reseaux/
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Joint Training Design and Network Resource 

Allocation for Distributed Machine Learning
PhD Student: Tiago da Silva Barros (Université Côte d’Azur)

very large model medium size model

Very good accuracy Good accuracy

Reducing model size can help to achieve energy sobriety

much faster
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Deployment Of 3.5 Ghz 5G sites - ARCEP 

5G in France: 

5G and Sustainability?

* 5G Capacity
* Operational Power 

Consumption  

5G is complex 
(Massive MIMO, 

Beamfoarming …)

M. Ghali, HoWNet, LIP, ENS Lyon 
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High Energy Consumption?
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Baseload Power PlantStorage

Injection

Smoothed consumption

Peaking Power Plant
● Oil
● Gas
● Dams

Baseload Power Plant
● Coal
● Nuclear

Storage/Injection
● Pumped-storage hydroelectricity
● EVs with V2X capabilities

costly or limited

cheap but no flexibility
+ solar/wind power

38GWh potential 
storage!

Smooths consumption by controlling HVAC, water heaters, or EV charging

Electric Vehicles to balance the Grid

EDEN4SGmatthieu.silard@irisa.fr

Matthieu SILARD
Anne-Cécile ORGERIE
Nicolas MONTAVONT
Georgios Z. PAPADOPOULOS



Energy-consuming
Fast response

Energy-saving
Slow response

Speed or energy-efficiency ? That is the question.
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Managing System

Plan
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Adaptation Goals

Managed System

Cloud Application

Regulate Energy
Consumption

Decrease Energy
Consumption

CLOUD
APPLICATIONS

CONSUMPTION
ENERGY

ENERGY PROFILERSENERGY PROFILERSENERGY PROFILERS
APPLICATION LEVEL

Henrique
DE MEDEIROS
PhD Student - Started on September 2024 
Institut Polytechnique de Paris, Télécom SudParis 

INCREASE OF ENERGY
CONSUMPTION IN CLOUD

APPLICATIONS, AND
NO ADAPTATION STRATEGY

CONCERNING ENERGY
EFFICIENCY

Problem Motivation Motivation Motivation

RESOURCES
PROVISIONING

Architecture
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(Provisional) Title: "Load shifting and multi-platform services for energy efficiency"

Author: Nicolas Tirel, directors: Philippe Roose (LIUPPA) and Sergio Ilarri (I3A, UNIZAR)
Supervised also by Adel Noureddine and Olivier Le Goaër (LIUPPA)

Despite improvement in efficiency, increase in workloads and users leads to more energy consumed !+ =

Focusing on efficiency by workload and 
instance is not enough to reduce energy 
consumption and carbon emissions. To 
reduce the ICT sector's carbon 
emissions, we propose combining 
existing shifting techniques to change 
the time, machine and processes to 
compute a workload, and aim the least 
carbon-intensive energy consumed.
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PHD : Optimization of a fully distributed fog 
powered by renewable energy sources. 



Energy-efficient Microservice-based Software Architectures: Energy 
Consumption and Dynamic Evolution in Cloud Environments

RQ1: How to take into account energy efficiency when analysing 
microservice-based architectures?
● Measure of energy consumption at the granularity of a microservice for 

a given set of workloads
● Provide energy consumption data for planning a future reconfiguration 

or different versions of microservices
RQ2: How to estimate energy consumption of individual end-to-end requests?
● Determine Energy-aware Critical Paths of requests using Distributed 

Tracing
RQ3: How to enhance DT for energy consumption in asynchronous 
workloads?
● Identify Energy Bottlenecks

César PERDIGÃO BATISTA
PhD Student from 01/2024
at SAMOVAR/TSP/IPPARIS

MOTIVATION
● Microservices elasticity mitigates resource 

overprovisioning [Fontana de Nardin et al., 2021]

PROBLEM
● Tracking energy consumption of a single 

microservice is not sufficient [Anand et al., 2023]

Critical path of a trace [Parker et al., 2020]

Microservice application evolution [Wang 2022]
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