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Designing Fog Infrastructure for Environmental Monitoring
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Energy-Efficient Tratfic Steering for Slicing 5G via Deep
Reinforcement Learning

o
1 r_z I T André-Cédric BESSALA, Guilherme IECKER RICARDO, Gentian JAKLLARI

IRIT, Universite de Toulouse, CNRS, Toulouse INP, UT3
Eco-ICT 2024 school
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1. RAN Radio Access Network that introduces new radio technologies.
2. Core network that relies on softwarization and a cloud-native architecture.

3. SDN-enabled transport network that interconnects the RAN and the core network.

Design and Evaluation

Network slicing is a technology to enables the partitioning of the network infrastructure into
multiple tenants networks, each tailored for certain QoS for their users.

Problem formulation
— Reward function and objective function

Given a network topology and a virtualized slice service pool : How can we guarantee both slice — Energy saving
performance and low energy consumption? — Link load

— Path stretch for energy solution vs shortest path for each request

> Working with Network Emulators, Ryu controller, mininet, networkx for simulating network
behavior

> We designing our network states and actions in the OpenAlI Gym environment

> Agent learning algorithm: DOQN

. We assume that we can optimize energy efficiency in the network with resource allocation
and traffic steering.

2. What are our resources: network bandwidth and processing power.

References

. Objective: solve energy-efficient 5G slicing placement problem.

[1] C. Liu, P. Wu, M. Xu, Y. Yang, and N. Geng, “Scalable deep reinforcement learning-based on-
line routing for multi-type service requirements,” IEEE Transactions on Parallel and Distributed
Systems, vol. 34, no. 8, pp. 2337-2351, 2023.

. Which physical machines will uses to host each VNF of slice service provider request? [2] Z. Xu, J. Tang, ]. Meng, W. ZI

hang, Y. Wang, C. H. Liu, and D. Yang, “Experience-driven networ-
. How to map the VNFs = how to handle SFC? king : A deep reinforcement learning based approach,” in IEEE INFOCOM 2018-IEEE conference

. How to re-routing traffic between VNFs? on computer communications. 1EEE, 2018, pp. 1871-1879.

. How to gaurantee low network energy cost for NSPR provisionning?

We address in this problem four challenges: energy saving, resource utilization, network traffic
and QoS, then the problem can be modeled as NUM (1)(2)(Network Utility Maximization)
problem :

U(x,v,z) = E(x,y,2) — oc(Ci]- — Z Z AUS. z;k])
beBseS




Reliable and cost-efficient Data Placement and Repair in P2P over immutable Data

Context:
e Data volume remains a major challenge for distributed systems and big data communities.
e Appealing solution is to utilize the storage resources available on connected devices.

e This requires addressing several issues including node failure, node availability (churn), and how to guarantee data availability
and avoid data loss.

Replication provides high data availability, BUT it incurs high storage overhead and large network transfers.
Erasure Coding (EC) offers high data availability with minimal storage overhead, countering replication issues.
Objective: How can EC be efficiently implemented and optimized in P2P storage systems ?

Completed Work:

° IPFS (Interplanetary file system) is an open source and is widely used a P2P file sharing system that relies on content
addressing,DAGs and distributed hash tables.

e We have implemented Reed-Solomon(RS) erasure codes into the Go implementation of IPFS.

Results of adding 100 MB with 256.00 KB chunk size and 100.00 MB shard size using 1 machine(s) Results of reading 100 MB file with 256.0 KB chunk size with 5 machine(s)

-
©

17,61 172,63

17123

Average Time (s)
- = - =
) S I IS &
Average Time (s)

o

IS

Replication (1) Replication (3) Replication (4) RS (10,4)

Current Works:
Implementing repair jobs under EC and | will work on designing and implementing new data placement strategy.
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Software Defined Low-power Lossy Wireless Networks
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Heterogeneity-aware resource management in the edge-cloud continuum

Romain Carlier (1st year Ph.D. student) and Prof. Etienne Riviere, UCLouvain, Belgium

CONTEXT AND MOTIVATION

e The edge-cloud continuum is of increasing popularity for multiple use cases, and increasingly heterogeneous
e Current resource allocation approaches are single-application-centric, raising some concerns about the environmental footprint

OBJECTIVES

e Focus on a multi-application view of infrastructure resources to:
o Maximize the lifespan of existing appliances, raising endurance
o Assign only necessary and sufficient resources, targeting thriftiness

APPROACH

Consider WebAssembly
as a universal runtime for

the continuum Profiles . learn

Heterogeneity m

Collect energy/performance
metrics and leverage
similarities between
workloads

CHALLENGES

1.Taming ISA-heterogeneity
2.Characterizing application profiles
3.Designing metrics and scheduling policies

Use the uncovered profiles to
integrate my objectives in an
edge-cloud orchestrator
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Joint Training Design and Network Resource
Allocation for Distributed Machine Learning

PhD Student: Tiago da Silva Barros (Université Cote d’Azur)
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Speed or energy-efficiency ? That is the question.
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[1] Lo, Sin Kit, et al. "Architectural

Towa rd S SuU Sta i Na b le an d reSi li e nt AI patterns for the design of federated

learning systems." Journal of Systems
Frugal and energy-aware distributed machine learning platforms

and Software 191 (2022): 111357.
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(Provisional) Title: "Load shifting and multi-platform services for energy efficiency"

/ Energy use per compute instance since 2010. Industry average PUE. Data center workloads and instances worldwide. Total worldwide Internet traffic. Total energy consumption of data centers \
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Time-shifting
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instance is not enough to reduce energy
consumption and carbon emissions. To
reduce the |ICT sector's carbon
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the time, machine and processes to
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M atteO ChanCe rel X_ é’b(X) is the Toeplitz subshift generated by x.

Magellan team, Rennes

PHD : Optimization of a fully distributed fog
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Energy-efficient Microservice-based Software Architectures: Energy

Consumption and Dynamic Evolution in Cloud Environments

MOTIVATION
e Microservices elasticity mitigates resource
OVErprovisioning [rontana de Nardin et al, 2021]

PROBLEM
e Tracking energy consumption of a single
microservice is not sufficient [anand et al, 2023]

RQ1: How to take into account energy efficiency when analysing
microservice-based architectures?
e Measure of energy consumption at the granularity of a microservice for
a given set of workloads
e Provide energy consumption data for planning a future reconfiguration
or different versions of microservices
RQ2: How to estimate energy consumption of individual end-to-end requests? Critical path of a trace [Parker et al, 2020]
e Determine Energy-aware Critical Paths of requests using Distributed

Tracing m

RQ3: How to enhance DT for energy consumption in asynchronous César PERDIGAO BATISTA QRN - cco.d
Workloads’? PhD Student from ©1/2024 ﬁgml
e Identify Energy Bottlenecks at SAMOVAR/TSP/IPPARIS @
N2 1P PARIS ~
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