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2020 ICT 
Carbon  
1.43BTONN
ES CO2

2007 ICT = 
0.83BTONN
ES CO2  
  ~ Aviation = 
2%
Growth 4% 
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360m tons CO2

260m tons CO2



EU 2012  ICT = 4.7% of Electricity Worldwide



Computing is Part of Communications 
Loads are Generally Low
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It is surprisingly hard
to achieve high levels
of utilization of typical 
servers (and your home
PC or laptop is even 
worse)

“The Case for 
Energy-Proportional 
Computing,”
Luiz André Barroso,
Urs Hölzle,
IEEE Computer
December 2007 



Energy Consumption at Low Loads 
Remains High
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“The Case for 
Energy-Proportional 
Computing,”
Luiz André Barroso,
Urs Hölzle,
IEEE Computer
December 2007 Bad News:

No Load  High Power

Energy Efficiency =
Machine Utilization/Power



Energy Proportional Computing
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“The Case for 
Energy-Proportional 
Computing,”
Luiz André Barroso,
Urs Hölzle,
IEEE Computer
December 2007 

Design for 
wide dynamic 
power range 
and 
active low 
power
modes

Energy Efficiency  =  Server Utilization/Power



When there is Also EM Transmission --
Optimum Power Level ?

• Cooperating (Wireless) Transmitters

• Circuits shring a Bus (noise+interference)

• Choose the Individual transmission power 
to Minimize the Energy Consumed per 
Correctly Received Packet 



Power Level, Interference and Errors

• Identical Wireless Transmitters

• Transmit D packets at rate v: Transmission 
Time D/v

• Power Consumption P(v)   

PElectronics+PTransm+ Packet Queue



Optimum Energy Efficiency vs Power

• Error Probability 

• Effective Transmission Time

• Efficiency: Number of Effectively

Transmitted Packets per Energy Unit 

(NOT Power Unit)

PElectronics+PTransm+ Packet Queue
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Power Level and Energy Efficiency

• Noise plus Interference, to Gain 

• For constant v,  maximize  

• Maximize: Number of Effectively

Transmitted Packets per Energy 

(NOT Power) Unit – The Slope at Right

PElectronics+PTransm+ Packet Queue
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Generally f  needs to be determined empirically, 
or with detailed analysis, but in simple cases:

- Single Bipolar Binary Bit   {+1,-1} Transmission

- Uncoded Block of n Bipolar Bits

- Where 

γa γ∗

f

Fig. 2. Optimal transmission power for a generic function f in the presence
of fixed interference.

In the rest of the paper we normalize the transmission rate
and consider v = 1 for the sake of simplicity. To increase the
energy efficiency of the communication system, our goal is to
find the transmission power PT that maximizes the average
number of successfully transmitted packets per unit energy,
D̄ (PT ). To simplify the notation, we define c B + I

r . The
newly defined variable c ≥ 0 is the inverse of the channel
gain to interference plus noise ratio, which is a measure of
the channel quality. The optimization problem reduces to

max D̄ (PT ) =
f (γ)

PE + c · γ
for γ ≥ 0. (4)

This can be solved by maximizing f (γ)/ (a + γ) with
a PE / c > 0, and the maximum value of D̄ (PT ) is found
by dividing the result of this optimization by c. We assume
that the function f is continuously differentiable. Then the
necessary condition for the maximum value can be written as

d
dγ

f (γ)
a + γ

=
1

a + γ
f (γ) −

f (γ)
a + γ

= 0. (5)

Equivalently, the optimal SINR γ∗ should satisfy

(a + γ∗)f (γ∗) = f (γ∗). (6)

We first note that when the power consumed by the pro-
cessing units is zero, i.e., PE = 0, and if f (0) > 0, then
the maximum energy efficiency is obtained by zero-power
transmission. For practical systems, it is reasonable to assume
that f (0) = 0, i.e., a packet cannot be received correctly if
there is no transmission. Under this assumption, we define
a new function g(x) f (x) − (a + x)f (x). We have
g(0) = − af (0) < 0. On the other hand, g(x) becomes
positive for sufficiently high values of x. This means that the
necessary condition in (6) always has a solution.

This condition can be visualized as in Figure 2, where we
draw tangents to the function f (·) from the point (− a, 0), and
the points where these tangents intersect the function are the
points for which thenecessary condition in (6) is satisfied. The
slope of each tangent line gives us the corresponding D̄ (γ∗)
value; and hence, the maximum slope among all the tangents,
the blue line in the figure, is the solution of the maximization
problem in (4).

A. BPSK Modulated Uncoded Transmission

Here we consider a specific transmission scheme and ana-
lyze the energy efficiency under this assumption. In particular,
we assume that each data packet consists of n independent
binary symbols, which are transmitted over the channel using
BPSK signalling without any coding.

Due to lack of coding, the receiver tries to decode each
binary symbol separately, and the data packet is assumed to be
decoded successfully only if all the bits are decoded correctly.
The probability of correctly decoding each binary symbol is
given by [31]

1 − Q
rPT

B + αPT
.

Hence, the function f for this uncoded transmission scheme
is found as

f (x) = [1 − Q (
√

x)]
n

.

Note that for this specific transmission scheme we have
f (0) = (1 − Q(0))n = 2− n > 0. Hence, under this
assumption the receiver can reconstruct the packet correctly
with a positive probability even if there is no transmission.
However, we can notice that as n increases f (0) quickly
approaches zero. Another observation regarding this special
transmission scheme is that the necessary condition in (6)
is satisfied at most two points, and the optimal transmission
power is given by the one that corresponds to the higher PT

value. Hence, the optimal transmission power is unique.
A closed-form expression for the optimal transmission

power P ∗T is elusive; while the solution can be found numer-
ically. In Figure 3 we assume PE = 2, and plot the function
f (·) for n = 100. We then find the optimal tangents to the
function for c = 2 and c = 0.4, which correspond to a = 1
and a = 5, respectively. Accordingly the optimal transmission
power values on the figure are found as the intersection points
of the tangents to the function f from points (− 5, 0) and
(− 1, 0).

We can see from the figure that the optimal number of
packets per unit energy D̄ ∗ decreases as a or c increases.
In this example, we have D̄ ∗ 0.0441, P ∗T = 16.6 and
D̄ ∗ 0.1555, P ∗T = 3.66 for c = 2 and c = 0.4, respectively.
We observe that the optimal transmission power P ∗T increases
with c.

IV. MULTI-USER SCENARIO: INTERFERENCE SCALED

WITH TRANSMISSION POWER

Many communication theoretic results in the literature are
obtained by scaling the transmission power to infinity while
keeping the noise level constant; see, for example, [32], [33],
[34]. However, as it has been correctly pointed out in [35],
in practical scenarios, multiple systems operate in the same
medium interfering with each other. A realistic analysis of
the performance in these cases requires the scaling of the
interference together with the transmission power.
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Fig. 2. Optimal transmission power for a generic function f in the presence
of fixed interference.

In the rest of the paper we normalize the transmission rate
and consider v = 1 for the sake of simplicity. To increase the
energy efficiency of the communication system, our goal is to
find the transmission power PT that maximizes the average
number of successfully transmitted packets per unit energy,
D̄ (PT ). To simplify the notation, we define c B + I

r . The
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cessing units is zero, i.e., PE = 0, and if f (0) > 0, then
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transmission. For practical systems, it is reasonable to assume
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A. BPSK Modulated Uncoded Transmission

Here we consider a specific transmission scheme and ana-
lyze the energy efficiency under this assumption. In particular,
we assume that each data packet consists of n independent
binary symbols, which are transmitted over the channel using
BPSK signalling without any coding.

Due to lack of coding, the receiver tries to decode each
binary symbol separately, and the data packet is assumed to be
decoded successfully only if all the bits are decoded correctly.
The probability of correctly decoding each binary symbol is
given by [31]

1 − Q
rPT
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.

Hence, the function f for this uncoded transmission scheme
is found as

f (x) = [1 − Q (
√

x)]
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.

Note that for this specific transmission scheme we have
f (0) = (1 − Q(0))n = 2− n > 0. Hence, under this
assumption the receiver can reconstruct the packet correctly
with a positive probability even if there is no transmission.
However, we can notice that as n increases f (0) quickly
approaches zero. Another observation regarding this special
transmission scheme is that the necessary condition in (6)
is satisfied at most two points, and the optimal transmission
power is given by the one that corresponds to the higher PT

value. Hence, the optimal transmission power is unique.
A closed-form expression for the optimal transmission

power P ∗T is elusive; while the solution can be found numer-
ically. In Figure 3 we assume PE = 2, and plot the function
f (·) for n = 100. We then find the optimal tangents to the
function for c = 2 and c = 0.4, which correspond to a = 1
and a = 5, respectively. Accordingly the optimal transmission
power values on the figure are found as the intersection points
of the tangents to the function f from points (− 5, 0) and
(− 1, 0).

We can see from the figure that the optimal number of
packets per unit energy D̄ ∗ decreases as a or c increases.
In this example, we have D̄ ∗ 0.0441, P ∗T = 16.6 and
D̄ ∗ 0.1555, P ∗T = 3.66 for c = 2 and c = 0.4, respectively.
We observe that the optimal transmission power P ∗T increases
with c.

IV. MULTI-USER SCENARIO: INTERFERENCE SCALED

WITH TRANSMISSION POWER

Many communication theoretic results in the literature are
obtained by scaling the transmission power to infinity while
keeping the noise level constant; see, for example, [32], [33],
[34]. However, as it has been correctly pointed out in [35],
in practical scenarios, multiple systems operate in the same
medium interfering with each other. A realistic analysis of
the performance in these cases requires the scaling of the
interference together with the transmission power.
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Fig. 2. Optimal transmission power for a generic function f in the presence
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given by [31]
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f (0) = (1 − Q(0))n = 2− n > 0. Hence, under this
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However, we can notice that as n increases f (0) quickly
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function for c = 2 and c = 0.4, which correspond to a = 1
and a = 5, respectively. Accordingly the optimal transmission
power values on the figure are found as the intersection points
of the tangents to the function f from points (− 5, 0) and
(− 1, 0).

We can see from the figure that the optimal number of
packets per unit energy D̄ ∗ decreases as a or c increases.
In this example, we have D̄ ∗ 0.0441, P ∗T = 16.6 and
D̄ ∗ 0.1555, P ∗T = 3.66 for c = 2 and c = 0.4, respectively.
We observe that the optimal transmission power P ∗T increases
with c.

IV. MULTI-USER SCENARIO: INTERFERENCE SCALED

WITH TRANSMISSION POWER

Many communication theoretic results in the literature are
obtained by scaling the transmission power to infinity while
keeping the noise level constant; see, for example, [32], [33],
[34]. However, as it has been correctly pointed out in [35],
in practical scenarios, multiple systems operate in the same
medium interfering with each other. A realistic analysis of
the performance in these cases requires the scaling of the
interference together with the transmission power.

γa γ∗

f

Fig. 2. Optimal transmission power for a generic function f in the presence
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(6) always has a solution. This condition can be visualized as
in Figure 2, where we draw tangents to the function f (·) from
the point (− a, 0), and thepointswhere these tangents intersect
the function are the points for which the necessary condition
(6) is satisfied. The slope of each tangent line gives us the
corresponding D̄ (γ∗) value; thus the maximum slope among
all the tangents, the blue line in the figure, is the solution of
the maximization problem in (4).

A. BPSK Modulated Uncoded Transmission

Now assume that each packet consists of n independent
binary symbols, which are transmitted over the channel using
BPSK signalling without coding. Due to lack of coding, the
receiver tries to decode each binary symbol separately, and
the data packet is assumed to be decoded successfully only if
all the bits are decoded correctly. The probability of correctly
decoding each binary symbol is: [35]

1 − Q
rPT

B + I
.

where Q(x) = 1
2 [1 − er f ( x√

2
)]. The function f for this

uncoded transmission scheme is then:

f (x) = [1 − Q (x)]n .

Note that for this specific transmission scheme we have
f (0) = (1− Q(0))n = 2− n > 0. Hence, under this assumption
the receiver can reconstruct thepacket correctly with a positive
probability even if there is no transmission. However as n
increases, f (0) quickly approaches zero. Another observation
regarding this special transmission scheme is that the neces-
sary condition (6) is satisfied at no more than two points,
and the optimal transmission power is given by the point
that corresponds to the higher PT value. Hence, the optimal
transmission power is unique. A closed-form expression for
the optimal transmission power P ∗T is elusive; while the
solution can be found numerically. In Figure 3 we assume
PE = 2, and plot the function f (·) for n = 100. We then
find the optimal tangents to the function for c = 2 and
c = 0.4, which correspond to a = 1 and a = 5, respectively.
Accordingly the optimal transmission power values on the
figureare found as the intersection pointsof the tangents to the
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Fig. 3. Optimal transmission power for uncoded transmission of BPSK
modulated bits with packet length n = 100, processing power PE = 1 and
a = 1, 5.

function f from points (− 5, 0) and (− 1, 0). We can see from
the figure that the optimal number of packets per unit energy
D̄ ∗ decreases as a or c increases. In this example, we have
D̄ ∗ 0.0441, P ∗T = 16.6 and D̄ ∗ 0.1555, P ∗T = 3.66 for
c = 2 and c = 0.4, respectively. We observe that the optimal
transmission power P ∗T increases with c.

I I I . THE WIRELESS MULTI-USER SCENARIO

Many communication theoretic results in the literature are
obtained by scaling the transmission power to infinity while
keeping the noise level constant; see, for example, [36],
[37], [38]. However, as it has been correctly pointed out
in [39], in practical scenarios, multiple systems operate in
the same medium interfering with each other. A realistic
analysis of the performance in these cases requires the scaling
of the interference together with the transmission power. In
this section we consider the multi-user scenario in which
the interference is created by other similar transceivers all
operating at the sametransmission power level PT . As a result,
the interference becomesa function of the transmission power,
i.e. I = αPT , where α captures the physical characteristics
of the transmission medium, the distances between different
communicating systems, and the number of communicating
systems which are transmitting simultaneously. In this case
we have:

D ef f (PT ) =
D

f r PT
B + α PT

, (7)

and

J (PT ) =
PE + PT

v · f r PT
B + α PT

. (8)

Note that due to the significant interference from the other
users, the achievable SINR is bounded above by r / α. Hence,
our goal is to maximize:

D̄ (γ) =
r − αγ

PE r + (B − αPE )γ
f (γ), for γ ∈ 0,

r
α

. (9)

In Figure 4 we plot D̄ (γ) for the uncoded BPSK transmitted
packet of length n = 100 as in Section II-A for varying levels
of interference for fixed noise variance B = 1 and channel

Q(x) = 1

2π
e−t2 /2

x

∞∫ dt



Identical Multi-Users: Optimum Energy Efficiency 
vs Power

• Error Probability

• Efficiency – Number of Packets Correctly transmitted per Unit of Energy    
       

When I = a PT  , We are only interested in f(x) with 0<x<r/a, and the 
optimum PT   that maximizes Efficiency satisfies 
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Identical Multi-Users with 
n-bit un-encoded packets

• Error Probability

• Energy Efficiency – Number of Packets Correctly transmitted per Unit of Energy           

When I = a PT  , the optimum PT   that  Maximizes Energy Efficiency 
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Identical Multi-Users with 
n-bit un-encoded packets

• Error Probability
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gain to r = 1, with the processing power of the electronic
circuitry set to PE = 2.

IV. TRANSMITTERS WITH CARRIER-SENSING

The previous analysis depends on some key assumptions:
the receiver requests the retransmission of a block or packet
which it deems is in error, the two binary values being
transmitted areequally likely to occur, and the receiver outputs
a zero or one with equal probability when it cannot deter-
mine the value. The last assumption means that the bit error
probability cannot exceed 0.5. There was also the additional
assumption (for a block consisting of n bits) that the bits are
generated at random, and that they are identically distributed
and independent of each other. As a whole these are very
strong assumptions which limit the generality of the results.
In this section we consider a system where error control
that is carried out at the sender using carrier sensing, rather
than at the receiver as in the previous section. It may also
be continuously listening to the noise plus interference even
when it is not transmitting. If the sender transmits a bit and
also listens to the transmission, and “hears” the transmission
plus the noise and interference, its own transmitted signal
will not be attenuated by distance; however the transmitter
can extrapolate the effect of the receiver’s distance in the
signal plus noise and interference. Under the assumption
that the noise plus interference is statistically identical at all
transceivers, the sender then decides whether its transmission
will be correctly received or received with an error, and
retransmits the bit if it considers that a reception error will
occur. Note that this analysis does not assume feedback from
the receiver to the sender at the low level of bits; however, as
in many communication systems, there will be error control
procedures at the receiver (such as HDLC) that request the
retransmission of blocks or packets when parity errors (for
instance) aredetected by thereceiver. In futurework weexpect
to combine the receiver based error control discussed in the
previous section together with the sender’s carrier sensing
discussed in this section.

The system of Figure 1 with the electronic module E and a
transmission unit T still corresponds to the architecture we

consider, and E and T consume power at levels PE , PT

respectively, when a wireless device sends data. If the signal
s∈{ − 1, + 1} is transmitted at power level PT , arriving with
a known attenuation r at the receiver and R =

√
rPT , and if

the noise power B plus interference power I measured at the
sender is identical to that at the at receivers as a zero mean
Gaussian random variable V with variance σ2 = B + I , the
probability pe that the sender decides to retransmit the bit is:

pe = Pr ob[V + |R| ≤ 0] + Pr ob[V − |R| ≥ 0]
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, and:
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(10)

If as before D is the number of bits to be transmitted, the
effective average number of bits that will be transmitted,
assuming independent errors (but not necessarily independent
bits), is:

Def f =
D

er f r PT
2(B + I )

. (11)

If v is the transmission rate in bits per unit time, the energy
consumption for transmitting a bit correctly becomes:

J =
PE + PT

v.er f r PT
2(B + I ) )

. (12)

If the interference is created by other similar transceivers
operating at the same transmission power level PT , so that
I = αPT , where α captures the physical characteristics of
the transmission medium, the distances between the different
communicating systems, and the number of communicating
systems which are transmitting at the same time, we have:

Def f (PT ) =
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2(B + α PT )

, (13)

and

J (PT ) =
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2(B + α PT ) )

. (14)

Since er f (0) = 0, and er f (u) ≤ 1 for u > 0 and is monotone
increasing for u ≥ 0, we know that J (PT ) ≥ PE + PT

v . If
B > 0 and PE > 0 then l imPT → 0+ J (PT ) = + ∞ , and
l imPT →0+ J = + ∞ . As a result we have:

Proposition 1 For the set of communicating wireless devices,
if B > 0 and PE > 0, then there is a P o

T > 0 that minimises
J (PT ) for PT ≥ 0.
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strong assumptions which limit the generality of the results.
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A. Simplified piece-wise linear model for pe

Regarding the error function, we know that:

d
dx

er f (x) =
2

√
π

e− x 2

(15)

and its derivative at x = 0 is 2√
π , and decreases as x increases

for x ≥ 0. Since er f (u) ≈ 1 for u ≥ 2, a simple straight-line
approximation sl(u) can be defined as

er f (u) ≈ sl (u) = min 1,
u
2

, (16)

so that we can write

pe ≈ 1 − min 1,
rPT

8(B + αPT )
(17)

From the previous discussion and (2) we see that:

Def f =
D
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(18)

≈ D i f r PT ≥ 8(B + αPT )

≈ D
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rPT
other wise (19)

For a transmission speed which is at v blocks per unit time,
the overall energy consumption per bit that is effectively
transmitted will then be:

J ≈
PE + PT

v
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πB
r − πα

(20)

PE + PT

v
rPT

π(B + αPT )
other wise (21)

As a consequence:
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α
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−
BPE

vP 2
T

(22)

and we readily see that J is minimized if we set the transmis-
sion power to

P ∗T ≈
BPE

α
(23)

This simplified analysis provides interesting (but approxi-
mate) observationsregarding the optimal valueof transmission
power which depends on (a) The power level PE used for
the processing that precedes or accompanies the transmission
itself, as well as on (b) The channel noise power B , and
(c) The constant α which links each of the transmitters’
transmission power to the interference of the transmitters on
each other. The resulting approximate values at the optimum
power operating point are now the block error probability:

p∗e ≈ 1 − min 1,
1

α + B α
PE

, (24)

which is directly related to the effective transmission time per
block:

D ∗ef f

D
≈ α +

B α
PE

, (25)

and finally the total energy consumed per block at theoptimum
operating point is:
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αPE

v
[ PE +

B
α
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],

≈
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v

( αPE +
√

B )2. (26)

B. The Case of Wired Systems

Now considered a digital system that includes both compu-
tational and communication units, and suppose that the signal
voltage being used for the wired communication module is Vc.
A“box” that communicatesover the wired channels, then has a
transmission power Pc which is proportional to V 2

c , so that we
may write Pc = CV 2

c . As before, the computational modules
in the system operate at a power level PE . We assume that
the communication module(s) may use a distinct voltage level
from other devices, and that there is crosstalk or interference
of power level I ≥ 0 as well as noise of power B . Then from
the expression (8), using similar assumptions as before, we
obtain the average energy expended per bit transmitted:

J (Vc) =
PE + CV 2

c

v.er f Vc
r

2(B + I )

. (27)

1) When crosstalk results from computation and commu-
nication: When both the computation and communication
create interference in the communication system, the crosstalk
will result from both the computation voltage VE so that
PE = bV 2

E , and from Pc, so that we may write:

I = αPc + βPE = CαV 2
c + bβV 2

E (28)

whereVE is the voltageused in thecomputational units. Based
on different assumptions one can make, the optimum power
level P c

T will differ. In particular, we may assume that the
voltages are the same throughout the system V = Vc = VE

so that I = [Cα + bβ]V 2 and

J (V ) = V 2 b+ C

v.er f r C
2( [ B

V 2 + (C α + bβ) ]

. (29)

When all the voltages in the system are the same, if we
can neglect the effect of noise, and the interference is due
to crosstalk, then we see from (27) that we should take the
voltage to be as small as possible. When noise power is non-
zero B > 0, since for V = 0 we have J = + ∞ , and similarly
J → + ∞ for V → + ∞ , we can see that there will be a value
of V , call it V o, that minimizes J .

V. CONCUSIONS

This paper examines the role of power levels in wired and
wireless devices as a means to minimize the overall energy
consumption per unit of data that is effectively transmitted,
in the presence of noise and interference. For wired systems
similar effects arise due to crosstalk that can have the same
effect as interference, causing erors for data being exchanged
between modules in dense semiconductor circuits.
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When all the voltages in the system are the same, if we
can neglect the effect of noise, and the interference is due
to crosstalk, then we see from (27) that we should take the
voltage to be as small as possible. When noise power is non-
zero B > 0, since for V = 0 we have J = + ∞ , and similarly
J → + ∞ for V → + ∞ , we can see that there will be a value
of V , call it V o, that minimizes J .

V. CONCUSIONS

This paper examines the role of power levels in wired and
wireless devices as a means to minimize the overall energy
consumption per unit of data that is effectively transmitted,
in the presence of noise and interference. For wired systems
similar effects arise due to crosstalk that can have the same
effect as interference, causing erors for data being exchanged
between modules in dense semiconductor circuits.
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Fig. 6. Average number of data packets transmitted successfully for each
unit of energy with respect to the processing power PE . We have B = 0.4,
r = 1, α = 0.1.
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1) When noise power is negligible (B = 0): When all the
voltages in the system are the same, if we can neglect the
effect of noise, and the interference is due to crosstalk, then
obviously we see from (9) that we should take the voltage to
be as small as possible.

2) When noise power is non-zero (B > 0): In this case,
since for V = 0 we have D̄ ∗ = 0, and similarly D̄ ∗ → 0 for
V → + ∞ , we can see that there will be a value of V , call it
V o, that maximizes D̄ ∗ .

VI . EXTENSION TO A TRANSMITTER WITH A FLOW OF

DATA BLOCKS

Typically, a transmitter will receive a flow of blocks of data
from other subsystems in a system such as a mobile device.
These blocks of data may have to be stored in some temporary
location prior to transmission, and the storage will be emptied
of a given data block when the transmitter is assured that the
same block of data has been correctly received at the receiver.
If on the other hand, the receiver signifies to the transmitter
that a particular block contains an error, then the transmitter
will have to retransmit the same block. In some cases, for
instance if a protocol similar to TCP [] is being used, the
transmission rate may have to be adapted to the presence of
errors. Possibly more data blocks than just the one in error
will have to be transmitted again, e.g. the block containing an
error and all of its successors.

In this section we will sketch, but not completely detail
and solve, this extension to our previous analysis. Again, we
consider the most efficient case where only a data block that
contains an error needs to be retransmitted. This is consistent
with the assumption used in Section IV.

We assume that blocks arrive to the processing unit E at a
rate λ according to a Poisson process. The blocks are prepared
for transmission (e.g. encoded) in E in a negligible amount
of time, and then stored as a queue in a memory unit M ,

waiting for transmission and are transmitted in First-Come-
First-Served (FCFS) order. The datablock that isat the head of
the queue is transmitted and retransmitted until it is correctly
received, which means that the effective transmission time of a
block, represented by the random variable τ has a distribution
given by Pr ob[τ = l ] = (1 − p)pl − 1 with mean E[τ ] =
(1 − p)− 1 and its variance is V ar (τ ) = p

(1− p) 2 .
We denote by Q(t) the integer valued random process that

represents the number of blocks that are stored at time t ≥ 0.
We will assume that M is efficiently designed so that its
instantaneous power consumption πM is directly proportional
to Q(t), or πM (t) = c.Q(t). From elementary queueing
theory [] we know that the average queue length in steady
state with Poisson arrivals with parameter λ and identically
distributed service times, provided that the system is stable,
i.e. ρ ≡ λ.E [τ ] < 1, is:

E [Q] = l imt → ∞ E[Q(t)] (12)

= ρ +
ρ2 + λ2Var (τ )

2(1 − ρ)

so that the total power consumption of an individual system
becomes:

Π = c[ρ +
ρ2 + λ2V ar (τ )

2(1 − ρ)
] + PE + PT (13)

so that the energy consumption per block becomes JB = Π/ λ
or

JB = c[E [τ ] +
ρE [τ ] + λV ar (τ )

2(1 − ρ)
] +

PE + PT

λ
ρ (14)

VI I . CONCLUSIONS AND FUTURE WORK

We have studied the energy efficiency in a multi-user com-
munication system when multiple identical transmitter-receiver
pairscommunicatein thesamemedium. We haveevaluated the
optimal transmission power that maximizes the average num-
ber of successfully transmitted data packets per unit energy by
taking into account theenergy spent by theprocessing circuitry
aswell as theenergy spent for retransmissions. We haveshown
that due to the processing energy cost zero-power transmission
over the longest possible duration is not optimal any more,
while increasing the transmission power indefinitely becomes
suboptimal due to the interference caused by simultaneous
transmissions. The optimal transmission power under these
practical system constraints is evaluated numerically, and its
behaviour is identified with respect to system parameters such
as the interference level and the processing power.

The adaptive management of energy systems introduces
additional liabilities and risks, including turning on and off
system components for energy savings that will result in
additional delays [?], and network security issues in the
presence of malicious attacks [?], [?]. These aspects need to
beaddressed in greater detail in futurework. In futureresearch
we also plan to investigate the effect of channel fading and
channel state information on the optimal transmission power
and the system performance.
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represents the number of blocks that are stored at time t ≥ 0.
We will assume that M is efficiently designed so that its
instantaneous power consumption πM is directly proportional
to Q(t), or πM (t) = c.Q(t). From elementary queueing
theory [] we know that the average queue length in steady
state with Poisson arrivals with parameter λ and identically
distributed service times, provided that the system is stable,
i.e. ρ ≡ λ.E [τ ] < 1, is:

E [Q] = l imt → ∞ E [Q(t)] (12)

= ρ +
ρ2 + λ2Var (τ )

2(1 − ρ)

so that the total power consumption of an individual system
becomes:

Π = c[ρ +
ρ2 + λ2V ar (τ )

2(1 − ρ)
] + PE + PT (13)

so that the energy consumption per block becomes JB = Π/ λ
or

JB = c[E [τ ] +
ρE [τ ] + λV ar (τ )

2(1 − ρ)
] +

PE + PT

λ
ρ (14)

VI I . CONCLUSIONS AND FUTURE WORK

We have studied the energy efficiency in a multi-user com-
munication system when multiple identical transmitter-receiver
pairscommunicatein thesamemedium. We haveevaluated the
optimal transmission power that maximizes the average num-
ber of successfully transmitted data packets per unit energy by
taking into account theenergy spent by theprocessing circuitry
aswell as theenergy spent for retransmissions. We haveshown
that due to the processing energy cost zero-power transmission
over the longest possible duration is not optimal any more,
while increasing the transmission power indefinitely becomes
suboptimal due to the interference caused by simultaneous
transmissions. The optimal transmission power under these
practical system constraints is evaluated numerically, and its
behaviour is identified with respect to system parameters such
as the interference level and the processing power.

The adaptive management of energy systems introduces
additional liabilities and risks, including turning on and off
system components for energy savings that will result in
additional delays [?], and network security issues in the
presence of malicious attacks [?], [?]. These aspects need to
beaddressed in greater detail in futurework. In futureresearch
we also plan to investigate the effect of channel fading and
channel state information on the optimal transmission power
and the system performance.
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