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Abstract
Monitoring of program behavior is a basic necessity for
performance tuning and debugging. A major problem
is the overhead associated with the monitoring tasks,
which influences the program’s behavior and affects the
observation results. At the same time, a certain amount
of data is needed for the program analysis activities.
For this reason, monitoring approaches have to bal-
ance the amount of overhead with the amount of ex-
tracted information. The proposed incremental moni-
toring approach provides a solution implemented to run
on programmable network interface cards (Myrinet),
which perturbs the program’s execution as little as pos-
sible1. The resulting data is then used to control the
program during subsequent executions, while at the
same time incrementally increasing the amount of mon-
itoring. With this multistep approach, any amount of
trace data can be extracted without substantial intru-
sions onto the program’s execution.

Keywords: monitoring, program analysis, perturba-
tion, programmable network interface cards

1 Introduction

Program analysis is an important task to achieve
and guarantee a certain level of software quality,
which is determined by characteristics such as ef-

1This work is partially supported by the French ”Pro-
gramme d’Actions Integrées Amadeus” funded by the French
Ministery of Foreign Affairs and the Austrian Exchange Ser-
vice (ÖAD), WTZ Program Amadeus under contract no.
13/2002

ficiency and reliability. The corresponding tasks
are denoted as performance tuning and error de-
bugging, respectively.

The input for these kinds of program analy-
sis activities is usually state data about the pro-
gram’s behavior during runtime. This data is ac-
quired at program execution with so-called mon-
itoring activities, which are performed addition-
ally to the program’s original behavior. Obvi-
ously, this additional code introduces perturbations
to the observed program, which, in the worst case,
may even invalidate the observation results. For
this reason, software tool developers implement-
ing monitoring tools try to minimize the overhead
generated during program observation in order to
avoid the so-called probe effect [4], which defines
the intrusion of observation onto the target.

A solution for reducing the effects of the moni-
tor overhead while providing a flexible enough sys-
tem to do arbitrary tracing is presented in this pa-
per. The general idea is to perform monitoring in
several consecutive executions, where each step in-
creases the amount of extracted observation data.
In fact, the first execution step delivers only the
minimal information required to perform an equiv-
alent re-execution during follow-up steps.

The monitoring of only minimal information
generates the smallest possible overhead, while at
the same time guarantees that re-executions of the
program will exhibit the same program behavior.
Therefore, it is possible to subsequently increase
the amount of monitoring while still obtaining the
same behavior as during the initial step.



This paper is organized as follows: Section
2 provides an overview of monitoring strategies
and how related approaches address the monitor
overhead problem. Afterwards, the idea of our
approach is briefly introduced with some details
about its implementation on Myrinet network in-
terface cards. Conclusions and an outlook on fu-
ture work in this project summarize the paper.

2 Monitoring Approaches

The monitoring overhead and the related probe ef-
fect manifest themselves in two possible dimen-
sions:

• Time: The functionality introduced through
instrumentation delays the occurrence time
of events during the execution of the pro-
gram. Compared to the original program, the
monitored code performs additional activities,
which lead to increased runtime.

• Space: The monitor itself requires a certain
amount of memory for storing intermediate
results and trace data. Depending on the
amount of information required for the analy-
sis activities and the chosen interval for event
buffering, monitoring may require a substan-
tial amount of space which may otherwise be
used by the target application.

As a second order perturbation, the delay in-
troduced through monitoring may also modify the
actual behavior of the program. Due to the dif-
ferences in occurrence times, relations between
events and thus the event ordering may be sub-
stantially different from the un-monitored program
run [7]. This is especially important for nondeter-
ministic programs, where the actual behavior of the
program depends on the relative order of events. In
parallel and distributed programs, this situation oc-
curs whenever race conditions are included in the
code. Different timings of events at race conditions
may yield different results, even if the same input
data is provided.

A typical example for race conditions in par-
allel systems is the access to shared variables by

two (or more) processes. With the message pass-
ing paradigm, race conditions occur whenever two
(or more) messages race towards a receive event,
which permits either of these messages to be ac-
cepted at the receiving process. Depending on the
process that accesses the shared memory first or
on the (racing) message that arrives at the receiv-
ing process first, different program behavior may
be observed [7].

In order to overcome these probe effect prob-
lems, most of todays tools address the monitor
overhead with either or both of the following two
characteristic solutions:

• Minimization of monitor overhead through
minimal invasive instrumentation:
The idea of these approaches is to introduce
only as little code as possible into the ob-
served program, both on the number of instru-
mented code points as well as on the amount
of instrumentation per code point.

• Minimization of monitor overhead through
exploitation of additional hardware:
The primary idea is to offload the monitor-
ing activities onto additional hardware com-
ponents, such that the CPU is not affected
from additional operations compared to the
original program.

The idea of tracing only the minimum amount of
information required to allow re-execution of pro-
grams is described in [8] and [12]. By perturbing
the initial execution only slightly, it is considered
to be a sufficient approximation of an unperturbed
execution [3]. Afterwards replayed executions are
used to apply performance tracing and generate ad-
ditional timing information.

Examples for the hardware oriented approaches
are the exploitation of hardware counters, such as
the Performance Counter Library PCL [1] and the
Performance Application Programming Interface
PAPI [2] or dedicated hardware monitors such as
ZM4 [6] or the SMiLE monitor [5].

While each of these solutions are able to induce
only a relatively low intrusion on the observed pro-
gram, there are some limitations. Both approaches
are highly dependent on the target system, includ-
ing CPU architecture, operating system and sim-



ilar things. In addition, the user has to balance
the amount of monitoring concerning intrusion and
amount of extracted data. While hardware moni-
toring is generally only little intrusive, extraction
of high-level information is usually not possible.

3 Need of programmable network
cards

Based on these observations above, we developed
the monitoring approach described in this paper. A
basic necessity of our approach is the availability
of programmable network interface cards (NICs),
which allow to modify the communication behav-
ior by changing the code executed on the NIC.

Today, only few vendors provide possibili-
ties to program their NIC products. In our
case, we have chosen the Myrinet NICs [11] uti-
lized in clusters at both, ENS Lyon [13, 9] and
GUP Linz 2. Myrinet is a well-known high-
performance, packet-communication and switch-
ing technology that is widely used to interconnect
clusters of workstations for achieving high perfor-
mance through distributed computing.

The Myrinet cards used for this implementation
are Myricom M3F-PCIXD-2 cards, which use fi-
bre optics for interconnecting the nodes with the
Myrinet switch. The processor on these cards is
a 200 MHz LANai 9.2 RISC CPU, which sup-
ports only a limited set of efficiently implemented
commands. In addition, the NIC contains among
other components 2 MB of local memory and a
PCI DMA bridge for communication with the host
CPU.

In order to exchange data between the hosts
CPU and the Myrinet card, two possibilities are
available:

• Programmed Input/Output (PIO)

• Direct Memory Access (DMA)

With PIO, dedicated commands are used to read
and write memory address spaces, and to extract
the status of the network cards. With DMA, trans-
fer of data between host memory and NIC memory

2http://www.gup.uni-linz.ac.at/cluster

is performed independently from the host CPU and
the NIC CPU. After the transfer is completed, host
and NIC are informed via interrupt.

The software used to run on Myrinet cards is
called GM which consists of three parts:

• Software library

• Kernel module

• Myricom Control Program (MCP)

On top of this Myrinet software layer, more ad-
vanced communication libraries, such as the Mes-
sage Passing Interface standard MPI, are imple-
mented. In our case, the MPICH Implementation
provided by Myricom has been applied.

4 Monitoring on Myrinet NICs

Based on the system architecture described above,
our monitoring system is implemented as follows:

1. Preparation and instrumentation

2. Initial record phase

3. Repeated replay and analysis phases

The first step is required to prepare the Myrinet
NIC for collecting monitoring information. In con-
crete, the following tasks have to be performed:

• Loading a modified MCP onto the network
card.

• Instrumenting the MPI Program by including
modified MPI header file.

• Compiling the program with the modified
MPICH library.

The modified MCP includes the code to perform
the monitoring on the NIC. This is the most impor-
tant and delicate part, since debugging on the NIC
is rather difficult. However, with the programming
environment provided by Myricom, including the
monitoring functionality on the NIC is not too dif-
ficult.

An important part of the monitoring tool design
is to minimize the amount of overhead on the card
by optimizing the tasks performed by the MCP. In
concrete, the following steps are performed:



• Upon initialization of the MPI program, a cer-
tain amount of buffer memory is reserved to
hold the monitoring data. (This has to be done
with care since only 2 MB of memory are
available on the card).

• During execution, the order of incoming mes-
sages is stored in the above reserved memory.
Please note, that the tracing is performed con-
currently to the MPI process, which received
the message.

• If the buffer is full, the data from the NIC has
to be transferred to the main memory. This
transfer is also performed, when the compu-
tation on the host finishes.

• Upon finalization of the program, the data as
provided by the NIC is stored to a tracefile
which serves as the input for the follow-up re-
play phases. This time consuming task does
not influence the program’s behavior, since
the working tasks of the host program are al-
ready concluded at this point in time.

The optimization of the MCP code is based on
the fact that overtaking of messages in MPI is not
permitted 3 Based on this rule it is sufficient to
store the order of incoming messages at the re-
ceiver nodes. If the same order is enforced during
subsequent replay phases, the same behavior will
be observed.

Thus, with the trace data from the initial record
phase, arbitrary numbers of equivalent executions
of the program can be initiated. Please note, that
the replay will be controlled by code added to the
MPI process and not to the Myrinet MCP. The rea-
son to perform this on the host process is twofold:
On the one hand, enforcing the correct message or-
der on the MCP would require substantial changes
to the MCP code (compared to the changes of the
MPI process). On the other hand, the overhead oc-
curring on the MPI process is no longer an issue,
since the order is controlled by the minimal per-
turbed initial record phase.

In order to perform equivalent execution, the re-
ceive operations of MPI have been modified. In-

3See MPI Standard 1.1, Section 3.5 “Semantics of point-
to-point communication”.

stead of using the specified MPI ANY SOURCE as
a filter for the incoming message, the actual source
process as observed during the initial record phase
is provided to the receive operation.

In addition to enforcing the correct message or-
der, the replay phases are also used to extract ad-
ditional information. Depending on the users re-
quirements, arbitrary data can be extracted with-
out substantially affecting the program’s behavior
in terms of event ordering. In practice, the first sub-
sequent replay phase is usually applied to extract a
complete event graph of the program as shown in
Figure 1.

Figure 1: Event graph of program execution as ob-
tained during follow-up replay phase

The display shown in Figure 1 represents a
screenshot of the debugging tool DeWiz, with pro-
cesses arranged vertically and time on the horizon-
tal axis. Events (e.g. MPI operations) occurring
during program execution are displayed as nodes
in this space-time diagram, with arcs connecting
corresponding pairs of communication events (e.g.
send and receive operations).

While this display provides a good overview
of the program’s execution, more data is usually
needed to detect the causes of incorrect behavior
or performance bottlenecks. Such data is then ex-
tracted during additional replay phases. It is also
possible to attach standard debuggers to the pro-
gram and perform traditional cyclic debugging, as
long as the execution of the program is controlled
by the data of the initial execution.

5 Conclusions and Future Work

Observing a program’s execution during runtime is
a difficult task since the observation itself perturbs



the observation target. For this reasons, monitoring
of software is a delicate task which requires a good
balance between the amount of extracted data and
the intrusion on the observed program.

This paper introduced a monitoring approach
where the initial execution of the program is traced
on a programmable network interface cards. The
advantage of this approach is its minimal intrusion
on the observed program. In fact, with this ap-
proach it is even possible to perform monitoring
without the users’ knowledge, and thus permit re-
execution of arbitrary programs e.g. by adding a
flag to the mpirun command.

The work described above is only the first re-
sults of this project. We are also investigating pos-
sibilities to determine the usage of the networking
infrastructures (in order to define the costs of net-
working in a cluster), or to monitor other additional
networking characteristics. It may also be interest-
ing to add Quality-of-Service functionality directly
on the NIC with an approach similar to adding the
monitoring code.
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