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Abstract—Exascale supercomputers will gather hundreds of
million cores. The main problem to take care for running
applications on such platforms is energy consumption since
it is one major limitation if we consider that the currently
fastest supercomputer consumes more than 12MW for a
maximum performance of 10PFlops. Besides, we also need
to overcome important challenges related to fault tolerance
and data management in such extreme-scale systems. Thus,
we need to take into consideration these challenges from an
energy consumption point of view and to propose them as
energy-aware services for exascale applications. At this end,
we propose in this paper to provide accurate estimations of the
energy consumption due to these services and offer some green
and energy efficient solutions, leading to a smart and energy-
aware service-oriented manager for exascale applications.

Keywords-Extreme-scale supercomputers; Energy efficiency;
Smart grids; Services; Exascale applications.

I. INTRODUCTION

A supercomputer is a machine built from a collection of
computers performing tasks in parallel, in order to achieve
very high performance. Since the early 90s, these supercom-
puters have grown rapidly, we can see in TOP500 list ! that
about every 11 years, the performance of supercomputers
experiences a growth factor of 1000. 1 GFlop/s was reached
in 1985 by the Cray 2, 1 TFlop/s was reached in 1997 by
the ASCI Red system 2, 1 PFlop/s was reached in 2008
by Roadrunner . According to the Top500 list published
in November 2011, the most powerful supercomputer is the
K-Computer, 4 a machine with more than 700,000 cores and
able to perform 10 PFlop/s.

Supercomputers are now used to run a wide range of sci-
entific applications, including manufacturing with the design
of cars and aircraft, and environment with the prediction of
tsunami damage and seismic waves. In order to meet new
scientific challenges, designing exascale systems is identified
by the high performance computing (HPC) community as a
real need in roughly by the 2018 time frame. An exascale

1 Top500 list: http://www.top500.org/

2ASCI Red: http://www.sandia.gov/ASCI/Red/index.html
3Roadrunner: http://www.lanl.gov/roadrunner/
4K-Computer: http://www.top500.org/system/10587
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machine is a supercomputer capable of performing more
than 10'® floating point operations per second (1 EFlop/s).

However, to ensure the transition to the exascale era,
we must be able to address several challenges that will
become even more problematic for exascale systems. Among
these challenges, power/energy consumption is recognized
as one of the most significant concerns to build exascale
supercomputers.

This paper presents a novel smart and energy-aware
service-oriented manager for extreme-scale applications. We
mean by service an algorithm or a protocol that is performed
to satisfy a need or to fulfill a demand. This framework
considers the application features and the user requirements
in terms of performance and level of service in order to:

o provide an accurate estimation of the energy that will
be consumed by running different services used by the
application;

« propose some green and energy efficient solutions for
an optimized energy consumption.

This paper is organized as follows. Section 2 describes
previous works. Section 3 presents future challenges at the
Exascale. Section 4 presents energy aware services at Exas-
cale. In Section 5, we present our novel smart and energy-
aware service-oriented manager for exascale applications.
Section 6 presents the conclusion and future work.

II. RELATED WORK

The issue of energy efficiency in distributed platforms
has been seen mainly in the context of grids, datacenters,
or cloud computing. Combined with hardware optimizations
that offer the manufacturers, approaches to reduce the energy
consumption of distributed platforms can be organized into
two distinct classes, as follows.

The shutdown approach consists in dynamically turning
off unused resources and turning them back only when
they are needed. Many works like [1], [2] are based on
this approach and suggest using on and off algorithms in
order to avoid that machines consume energy while they are
idle. However, to implement on and off algorithms, we need
to migrate tasks from one node to another [3] or migrate
virtual machines on other physical nodes [4], [5]. These



migrations generate an overhead in terms of energy and
performance, which is essential to take into account while
computing efficiency. In [3], Orgerie et al. propose to take
into account in their approach the peaks of consumption
experienced during node rebooting. At this end, they present
a model that predict the future use of resources and define
a minimum duration from which a resource consumes less
energy if it is turned off during this time duration. If we
predict that a resource will be idle for a period greater than
this minimum threshold, then it has to be switched off during
this time. Otherwise, it has to remain on. The shutdown
approach gives satisfying results in terms of energy savings.
However, its implementation requires the definition of a
reliable enough prediction model and involves managing the
loss of connectivity with the resources off.

The slowdown approach consists in dynamically adjusting
the performance level of a resource according to the perfor-
mance level the application and users really need. Again,
many studies are based on this approach and propose to
use DVES techniques (Dynamic Voltage Frequency Scaling)
for processors [6] or ALR techniques (Adaptive Link Rate)
for the network interfaces [7]. In techniques based on
DVEFS, it is proposed to adapt as accurately as possible the
clock speed of the processor depending on the performance
required by the application. These techniques have inspired
the definition of different energy states characterized by the
CPU frequency, voltage and power consumption. Techniques
based on ALR are similar to DVFS, as it consists also
in adapting the performance of the network according to
the importance of communications that take place on that
network. These techniques are more and more taken into
account in the implementation of processors today especially
with the ACPI 3.

III. FUTURE CHALLENGES AT EXASCALE

In order to run exascale applications on extreme-scale
systems, reliable fault tolerance mechanisms and optimized
data management are mandatory. As we also need to manage
the power and energy consumption in such systems, we
consider that we need to take them into account in our
energy-efficient framework.

A. Fault Tolerance: Checkpoint/Restart

One of the main challenges in designing exascale ma-
chines is fault tolerance. An exascale supercomputer will
typically gather from half a million to several millions of
CPU cores running up to a billion of threads. From the
current knowledge and observations of existing large sys-
tems, it is anticipated that exascale systems will experience
various kind of faults many times per day [8]. Thus, to
reach exascale application termination, fault tolerance is
mandatory.

5Advanced Configuration and Power Interface: http://www.acpi.info/
DOWNLOADS/ACPIspec40a.pdf

Several techniques are used to implement fault tolerance
in high-performance computing. We distinguish two main
categories of protocols: uncoordinated and coordinated pro-
tocols. Both categories of protocols rely on checkpoint-
ing and in order to obtain a coherent global state, this
checkpointing is associated with message logging in un-
coordinated protocols [9] and with process coordination in
coordinated protocols [10]. Hybrid protocols such as the one
proposed by Ropars et al. in [11] propose to use coordinated
protocol within a same cluster and message logging for
messages exchanged between clusters.

In uncoordinated protocols, the crashed processes are
reexecuted from their last checkpoint image to reach the
state immediately preceding the crashing state in order to
recover a coherent state with non crashed processes [12]. In
coordinated protocols, all the processes must rollback to the
previous coherent state, meaning to the last full completed
coordinated checkpointing.

B. Data Management

Exascale infrastructures will also face important chal-
lenges related to data processing. Exascale applications will
involve large volumes of data: hundreds of exabytes of data
are expected by 2018. Consequently, we should be able to:

o scatter data over several or all processes;

« gather data from several or all processes;

« locate specific data among all processes;

o visualize data coming from all processes.

In order to optimize data movement cost in exascale
applications, we should maximize data locality by allocating
processes in an optimal way: the processes that communicate
the most should be located on the closest cores. To increase
performance in exascale applications, significant improve-
ments in the data management algorithms are necessary.

C. Power/Energy consumption

Another challenge to consider in designing exascale su-
percomputers is the issue of high energy consumption caused
by the incessant increase of performance. In [13], the issue
of power consumption is considered as a potentially limiting
factor to the future growth in high performance computing
(HPC). These high costs including infrastructure installation
and maintenance costs become predominant factors in the
total cost of ownership (TCO) of a supercomputer.

Both the DOE and DARPA target a maximum of 20 MJ
per second for a single exaflop [14], which corresponds
to achieve an energy efficiency of 50 GFlop/J. However,
when we take the most energy efficient petascale machine
according to the list established by Green 500 °, we find
that its energy efficiency is lower than 1 GFlop/J.

Besides, by projecting today’s technology, a study of
exascale computing in the U.S.A came to the conclusion

Green 500 list, november 2011: http://www.green500.org/lists/2011/11/
top/list.php?from=1&to=100



that an exascale computer would require 120 MW of power
[13], which is far from the 20MJ per second! This target of
20 MJ/s is less than twice the power consumption of today’s
most performant supercomputer: the K-computer, with 10
PFlop/s and 12MJ/s. Since 1 EFlop/s represents more that
100 times the performance of this supercomputer, then a lot
of energy-saving engineering has to be developed over the
next years in order to hit that 20MJ per second target.

IV. FROM CHALLENGES TO ENERGY-AWARE SERVICES

As we have seen previously, future challenges are un-
avoidable in exascale applications. In order to overcome
these challenges, we should enable several services to run
harmoniously together with extreme scale scientific applica-
tions. In order to run harmoniously, the power/energy con-
sumption issue must always be regarded as a main concern
whatever the service considered. In Figure 1, we present the
services for which we should take into consideration energy
consumption.

Restart
Data scattering Visualization
Data gathering Process allocation
Data locating Monitoring
Checkpointing
Figure 1. Services where energy consumption should be considered

As concerns fault tolerance, we propose two services.
On the first hand, one is dedicated to the checkpointing
step that is performed during the normal execution of the
application. It consists in storing a snapshot image of the
current application state. On the other hand, one is dedicated
to the restart in case of failure. It consists in restarting the
execution of the application from the last checkpoint. We
also need a service for monitoring the resources that are
involved in the extreme-scale system in order to visualize in
real time the energy consumption, and to detect failures. As
concerns data management, we need a service for scattering
data, one for gathering data, one for retrieving a specific
data and one for visualizing data. We also need a service for
allocating processes in order to maximize the data locality.

A. Energy consumption Estimation

For each service presented before, several implementa-
tions are possible. For instance, as concerns fault tolerance,
applications can be run either with coordinated or uncoordi-
nated checkpointing. Depending on the application consid-
ered, the most efficient fault tolerance protocol in terms of
energy consumption can be one or the other protocol. Hence,

the first step to consume “less”, is to take into account
the application features and the user requirements in order
to provide an accurate energy evaluation of the different
implementations of each service. Indeed, this will enable
the user to choose the less consuming protocol.

However, making an accurate estimation of the energy
consumption due to a specific implementation of a service
is really complex as it depends on several parameters:

e hardware:

— architecture: number of nodes, number of sockets
per node, number of cores per socket, network
topology, memory architecture, etc.

— features: network technologies (Infiniband, Gigabit
Ethernet, proprietary solutions, etc), type of hard
disk drives (SSD, SATA, SCSI, etc), etc.

« application specifications:

— computation: ratio of time spent in computation,
number of float operations per second, etc.

— networking: the number of processes, number and
size of messages exchanged between processes,
ratio of time spent in networking, etc.

— I/O: type of storage media used (RAM, HDD,
NFS, etc), volume of data written/read by each
process, etc.

For instance, if we consider data broadcasting over all
the processing cores, the energy consumption of broadcast-
ing depends on the number of processes, the broadcasting
algorithm, the volume of data to broadcast, the storage
media where data comes from, the storage media where
data would be stored. It also depends on the architecture
and the features of the supercomputer. Therefore, in order
to compute accurate energy estimations, we should obtain
all hardware and application information.

Performance and power consumption depend strongly on
the hardware used in the extreme scale supercomputer. For
example, broadcasting time depends on the exascale archi-
tecture (number of nodes, number of cores per node) and
on the network interface used (Infiniband, Gigabit Ethernet,
Proprietary, ...). In order to take into account the hardware
specifications, we need to calibrate our estimations depend-
ing on the hardware used. At this end, we developed a set of
benchmarks that extract the power consumption and the time
execution of a given service. These measurements serve as
a knowledge base that calibrate our estimations depending
on the hardware used in the extreme scale supercomputer.
Although this knowledge base has a significant size, it needs
to be done only once. In order to get application features,
we provide preliminary interaction with the user and the
application in which we gather all the information we need
as concerns the considered application and the execution
context.



B. Energy-efficiency Management

Energy consumption of resources is rarely proportional to
their usage. Even if processing nodes are completely idle,
they consume significant power consumptions. A typical
server in Lyon site of Grid5000 7 consumes 175W when
it is idle and 225W at its peak usage.

However, processes can often be idle or worse actively
waiting for a synchronization with other processes. There-
fore, energy is consumed inefficiently. To give a concrete
illustration, in case of failure with the uncoordinated check-
point, the crashed processes rollback to their last checkpoints
while the non-crashed processes stay waiting until the restart
of crashed processed is done.

To achieve important energy efficiency, we must rely on
a very fine-grained cooperation between hardware resources
and the application. To implement this resources/application
cooperation, we propose to shutdown or slowdown resources
during their idle and active waiting periods. The shutdown
approach is promoted only if the idle or active waiting period
is long enough, greater than the minimum threshold from
which it becomes gainful to turn off a resource and turn it
on again [3]. The shutdown and slowdown approaches are
proposed at the component level, meaning that we consider
to switch off or slowdown CPU/GPU cores, network inter-
faces, storage medium.

In order to know when to apply green levers (shutdown
and slowdown approaches) for each service, we propose to
provide predictions of idle and active waiting periods. These
predictions are done based on the service features, such as
the checkpointing interval as concerns the uncoordinated
protocol provided in the fault tolerance service. Indeed,
thanks to such information, we can anticipate that in case
of failure, non-crashed processes will be actively waiting in
average for half of the checkpointing interval.

In order to perform these green levers for each service,
we suggest to ask the supercomputer administrator about its
rights to act on available resources either if they will need
to be turned off or slowed down during some periods of
time. Besides, these energy efficient solutions should also
be evaluated in terms of energy consumption.

V. TOWARDS A SMART AND ENERGY-AWARE
SERVICE-ORIENTED MANAGER FOR EXTREME-SCALE
APPLICATIONS: SEASOMES

A. SEASOMES components

As there are various services that are needed at Exascale,
we believe that designing an unified energy-aware frame-
work is essential for enabling a coordination of the several
techniques used to improve their energy efficiency. In Figure
2, we present the main components of this framework. Some
of them have been introduced in the previous section.

7Grid5000 platform is an initiative from the French Ministry of Research
through the ACI GRID incentive action, INRIA, CNRS and RENATER and
other contributing partners (http://www.grid5000.fr)
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Figure 2. SEASOMES components

First of all, SEASOMES must be calibrated in order to
take into account hardware specifications as concerns the
energy consumption estimations. Then, each time that a user
would like to run an application, its user provides some
general information about the application and its personal
requirements. This information is processed by SEASOMES
in order to compute accurate energy consumption estima-
tions of all the unoptimized implementations of the services
wanted by the user, and to predict idle and active waiting
periods known during the considered services. Depending
on the idle and wanted periods discovered and on the rights
assigned by the supercomputer administrator to the user, the
energy-aware manager proposes the possible green levers
that aim a maximization of the energy efficiency of the
resources involved. These green solutions are evaluated by
the energy estimator in order to inform the user about the
significance of the energy-efficiency of the green solutions
suggested. The dialog manager is the component processing
all the information in and out of SEASOMES.

B. Solutions for ”consuming better”

The energy efficient solutions previously proposed in this
paper aim to “consume less” energy, meaning a reduction
of the energy consumed. We must also look for solutions to
“consume better”, that is to say to consume at a lower cost
the same amount of energy and/or to consume as much as
possible a green energy. That’s why we propose in the fol-
lowing subsection some new solutions to “consume better”.
To consume better”, we advise supercomputer users and
administrators to run theirs applications whenever possible,
during off-peak periods the applications requiring the highest
energy consumption so that energy is cheaper and greener.
For that, users can also provide a flexible execution planning
so that administrators can adjust these executions during off-
peak periods. Indeed, energy providers usually offer price
per kWh depending on the time and day when energy is
consumed. In [15], the authors proposed to schedule jobs
in order to maximize the green energy consumption while
respecting the jobs’ deadlines. However, this work did not
expose electricity pricing to the users.

For example, EDF 8, the French energy provider, shows

SEDF: http://bleuciel.edf.com



prices in euro per kWh depending on whether it is a "blue
day”, a "white day” or a “red day”, but also depending on
whether it is an off-peak hour (from 10pm to 6am) or a full
hour (from 6am to 10pm). The price per kWh on “red days”
and in full hours is more than 7 times the price per kWh on
”blue days” and in off-peak hours, which is far from being
negligible! Why not take the opportunity to run its HPC
applications in off-peak periods?

In order to include this suggestion in our framework,
SEASOMES gathers price information from the energy
provider enabling to estimate the financial cost of the energy
consumption depending on the period of time when the
application would be executed. Thus, SEASOMES provides
the financial cost for each slot in the agenda fixed by the user.
Therefore, the user can choose the most convenient time slot
of its agenda by considering together the termination date
of the application, the energy consumption (in kJ) and the
financial cost.

Beyond our suggested energy efficient solutions, we pro-
pose to implement a “smart grid” to better establish commu-
nication between energy suppliers and their most important
customers, which can be both profitable for energy suppliers
and for the most consuming clients, especially those who
will run exascale applications.

Indeed, if we can estimate the future energy consumption
of HPC computing applications and then we are able to
send information on projected energy consumption to energy
suppliers through permanent communication flows, then
energy suppliers can more easily procure green energy and
therefore offer it at reduced rates.

C. External interactions of SEASOMES

On Figure 3, we show the external interactions between
SEASOMES, the user with its exascale application, the
resource manager and the extreme-scale supercomputer, the
supercomputer administrator and the energy provider.

Initially, SEASOMES launches a series of experiments
via the resource manager to calibrate the energy estimator to
take into account the architecture and physical characteristics
of the supercomputer. Then, it gathers price information
from the energy supplier in order to enable itself to provide
financial estimation costs depending on the period of time.

Before launching an exascale application, the user spec-
ifies on the one hand the suitable agenda for the execution
of its application. On the other hand, he informs about
its requirements in terms of services needed, performance
and of financial costs by providing the maximum execution
time and the price that he doesn’t want to exceed at every
application launch.

Besides, SEASOMES gathers the application features
either through the user or via a trace tool that automatically
provides the needed information. Moreover, it consults the
administrator to learn about the user rights as regards the
use of green levers. Then, SEASOMES promotes as much

as possible off-peak periods and ask the resource manager
to involve the minimum possible resources to achieve the
performance required by the user.

By taking into account this information and relying on the
energy calibration, SEASOMES estimates for the best time
slots in the agenda of the user, the energy consumption and
the financial cost of the various services required by the user.
By taking into consideration the user rights and whenever it
is possible, it also proposes energy-efficient solutions that
suggest to apply green levers on resources unnecessarily
overused while services are running. If however the applica-
tion reaches too high peak consumption, the energy supplier
is notified in order to enable him to provide on time enough
power and a green energy whenever possible.

In sum, it is a double negotiation on the one hand
between SEASOMES and the user and on the other hand
between SEASOMES, and the energy supplier. Concerning
the user/SEASOMES negotiation, it is about finding a com-
promise that satisfies both:

+« SEASOMES by providing energy estimations and en-
ergy efficient solutions that vary depending on the
period of utilization, on the importance of involved
resources, on the services required and the application
features.

« the user who wants to run its application with the best
performance at lower financial cost;

Regarding the energy suppliet/SEASOMES relationship,
it is about informing the energy supplier about peak demands
so that he can regulate its procurement, which justifies the
fact that the SEASOMES negotiates preferential rates and
possibly allows the energy supplier to deliver a greener
energy.

VI. CONCLUSION

In this paper, we addressed the issue of energy efficiency
for exascale supercomputers. At this end, we proposed a
smart and energy-aware service-oriented manager for exas-
cale applications: SEASOMES. This framework aggregates
the various energy-efficient solutions to “consume less”
energy and to “consume better”. It involves both internal
and external interactions with the various actors interfering
directly or indirectly with the supercomputer. On the one
hand, we recommended a more fine-grained collaboration
between application and hardware resources in order to
reduce energy consumption and provide sustainable exascale
services. On the other hand, we suggested a cooperation
between the user, the administrator, the resource manager
and the energy supplier for the purpose of “consuming
better”. In our future work, we plan to lean on this green
framework to enrich the knowledge base of SEASOMES in
order to incorporate a multitude of services.
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