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Background on Weak KAM Theory on Lagrangian systems
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(ii) (Uniform Superlinearity)
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This second condition is equivalent to:
(ii') For every $K \geq 0$, we can find a finite constant $C(K)$ such that

$$
L(x, v) \geq K\|v\|_{x}+C(K), \text { for every }(x, v) \in T M
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where $u: M \rightarrow \mathbb{R}$ and $c \in \mathbb{R}$. A (viscosity) subsolution of (HJc) is a Lipschitz function $u: M \rightarrow \mathbb{R}$ such that $H\left(x, d_{x} u\right) \leq c$ for almost every $x \in M$.
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which implies the equality, because $\phi^{\infty}(x, \cdot)$ is a $\phi$-subsolution.
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Of course, we would like to show that $\phi$-solutions are stable by uniform convergence (or even simple convergence, since the familly $\phi$-solutions is contained in the family of $\phi$-solutions, which isequicontinuous). This will be a consequence of the following Theorem.

Theorem If $u: X \rightarrow \mathbb{R}$ is a $\phi$-solution (on all of $X$ ), then for every $x \in X$, we can find $y \in X$ such that

$$
u(x)-u(y)=\phi^{\eta}(y, x), \text { for all } \eta \geq 0
$$

which is equivalent to

$$
u(x)-u(y)=\phi^{\infty}(y, x)
$$

Moreover, we can take $y \in \mathscr{A}(\phi)$.
We now give a couple of corollaries.
Corollary
The $\phi$-solutions are stable by uniform convergence.

Suppose that the $u_{n}: M \rightarrow \mathbb{R}$ are $\phi$-solutions that converge uniformly on $X$ to $u: X \rightarrow \mathbb{R}$.

Suppose that the $u_{n}: M \rightarrow \mathbb{R}$ are $\phi$-solutions that converge uniformly on $X$ to $u: X \rightarrow \mathbb{R}$. Fix $x \in X$.

Suppose that the $u_{n}: M \rightarrow \mathbb{R}$ are $\phi$-solutions that converge uniformly on $X$ to $u: X \rightarrow \mathbb{R}$. Fix $x \in X$. Let us show that $u$ is a $\phi$-solution at $x$.

Suppose that the $u_{n}: M \rightarrow \mathbb{R}$ are $\phi$-solutions that converge uniformly on $X$ to $u: X \rightarrow \mathbb{R}$. Fix $x \in X$. Let us show that $u$ is a $\phi$-solution at $x$. By the Theorem above applied to $u_{n}$,

Suppose that the $u_{n}: M \rightarrow \mathbb{R}$ are $\phi$-solutions that converge uniformly on $X$ to $u: X \rightarrow \mathbb{R}$. Fix $x \in X$. Let us show that $u$ is a $\phi$-solution at $x$. By the Theorem above applied to $u_{n}$, for each $n$ we can find $y_{n} \in X$, such that

$$
u_{n}(x)-u_{n}\left(y_{n}\right)=\phi^{\infty}\left(y_{n}, x\right)
$$

Suppose that the $u_{n}: M \rightarrow \mathbb{R}$ are $\phi$-solutions that converge uniformly on $X$ to $u: X \rightarrow \mathbb{R}$. Fix $x \in X$. Let us show that $u$ is a $\phi$-solution at $x$. By the Theorem above applied to $u_{n}$, for each $n$ we can find $y_{n} \in X$, such that

$$
u_{n}(x)-u_{n}\left(y_{n}\right)=\phi^{\infty}\left(y_{n}, x\right)
$$

Extracting if necessary, we can suppose $y_{n} \rightarrow y$.

Suppose that the $u_{n}: M \rightarrow \mathbb{R}$ are $\phi$-solutions that converge uniformly on $X$ to $u: X \rightarrow \mathbb{R}$. Fix $x \in X$. Let us show that $u$ is a $\phi$-solution at $x$. By the Theorem above applied to $u_{n}$, for each $n$ we can find $y_{n} \in X$, such that

$$
u_{n}(x)-u_{n}\left(y_{n}\right)=\phi^{\infty}\left(y_{n}, x\right)
$$

Extracting if necessary, we can suppose $y_{n} \rightarrow y$. Since the convergence $u_{n} \rightarrow u$ is uniform and $\phi^{\infty}$ is continuous, passing to the limit, we obtain

$$
u(x)-u(y)=\phi^{\infty}(y, x)
$$

Suppose that the $u_{n}: M \rightarrow \mathbb{R}$ are $\phi$-solutions that converge uniformly on $X$ to $u: X \rightarrow \mathbb{R}$. Fix $x \in X$. Let us show that $u$ is a $\phi$-solution at $x$. By the Theorem above applied to $u_{n}$, for each $n$ we can find $y_{n} \in X$, such that

$$
u_{n}(x)-u_{n}\left(y_{n}\right)=\phi^{\infty}\left(y_{n}, x\right)
$$

Extracting if necessary, we can suppose $y_{n} \rightarrow y$. Since the convergence $u_{n} \rightarrow u$ is uniform and $\phi^{\infty}$ is continuous, passing to the limit, we obtain

$$
u(x)-u(y)=\phi^{\infty}(y, x)
$$

Therefore $u$ is a $\phi$-solution at $x$.

The next Corollary is well-known for Tonelli Lagrangians.

The next Corollary is well-known for Tonelli Lagrangians.
Corollary If $u: X \rightarrow \mathbb{R}$ is a $\phi$-solution, we have

$$
u(x)=\inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)
$$

The next Corollary is well-known for Tonelli Lagrangians.
Corollary If $u: X \rightarrow \mathbb{R}$ is a $\phi$-solution, we have

$$
u(x)=\inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)
$$

Since $u$ is a $\phi$-subsolution, we have $u(x) \leq u(y)+\phi(y, x)$.

The next Corollary is well-known for Tonelli Lagrangians.
Corollary If $u: X \rightarrow \mathbb{R}$ is a $\phi$-solution, we have

$$
u(x)=\inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)
$$

Since $u$ is a $\phi$-subsolution, we have $u(x) \leq u(y)+\phi(y, x)$. Hence taking the inf on $y \in \mathscr{A}(\phi)$, we obtain

$$
u(x) \leq \inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)
$$

The next Corollary is well-known for Tonelli Lagrangians.
Corollary If $u: X \rightarrow \mathbb{R}$ is a $\phi$-solution, we have

$$
u(x)=\inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)
$$

Since $u$ is a $\phi$-subsolution, we have $u(x) \leq u(y)+\phi(y, x)$. Hence taking the inf on $y \in \mathscr{A}(\phi)$, we obtain

$$
u(x) \leq \inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)
$$

To show the equality $u(x)=\inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)$,

The next Corollary is well-known for Tonelli Lagrangians.
Corollary If $u: X \rightarrow \mathbb{R}$ is a $\phi$-solution, we have

$$
u(x)=\inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)
$$

Since $u$ is a $\phi$-subsolution, we have $u(x) \leq u(y)+\phi(y, x)$. Hence taking the inf on $y \in \mathscr{A}(\phi)$, we obtain

$$
u(x) \leq \inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)
$$

To show the equality $u(x)=\inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x)$, we apply the Theorem above to find $y_{0} \in \mathscr{A}(\phi)$ such that

$$
\begin{aligned}
u(x) & =u\left(y_{0}\right)+\phi^{\infty}\left(y_{0}, x\right) \\
& \geq u\left(y_{0}\right)+\phi\left(y_{0}, x\right) \\
& \geq \inf _{y \in \mathscr{A}(\phi)} u(y)+\phi(y, x) \\
& \geq u(x) .
\end{aligned}
$$

