ENS de Lyon — Math Department Master 1 — Spring 2019
Brownian Motion and Stochastic Processes E. Jacob & M. Maazoun

Solution of homework assignment : On the Brownian bridge.

Exercise 1 — Absolute continuity.
You have shown in the second exercise session that

LaW(B|[0,1]|Bl S da:) = Law(:vId + B),
In other words, for every bounded measurable H,

B{H(Bio, B0)] = | BIH(1d-+ 5.2)] Ba,(do)

(1) For € > 0, let v. = Law(Bjjo1)| — ¢ < By < €) be the (deterministic!) probability
measure such that for every bounded measurable H,

v = E[H(BHO’”) ]1|B1|§€]
/C([O,I]) H(‘P) 8(d80) P(|B1‘ < 6) )

Show that it converges (in the weak topology of measures), as ¢ — 0, to Law/(f).

Let H be a bounded continuous functional.
E[H(BHOJ}) 1\B1|§€] _ fP(Bl c d.’L’) ]IISEE[H(xId + 5)]

/cuo,u) Hlp)lde) = P(|Bi| <€) [P(B, € dr)1,<.
JE. A= PE[H (x1d + 8))da

J e dx
2e = B[H(B)]

o =E[H(5)]
€ 75m
because both z + e **/2E[H (zId + )] and x — e **/2 are continuous at z = 0
(the first one thanks to the dominated convergence theorem). Hence the question.

~e—0

(2) For 0 < a < 1, what does the Markov property say about the joint distribution of
(Bjjo,a]; B1) 7 Deduce that, for H positive bounded continuous C([0,a]) — R, the
following quantity:

E[H (Bjjo,q) 15, /<]

EHBoallBil <&l = =575 Z/C([O ) T Poa)ve(de).

converges, as € — 0, to

/cao,a}) i 11— a v (_2?1(—61)20 P50, (49)-




Markov’s property says the distribution of B; — B, is a centered Gaussian of
variance 1 — a, independent of By 4. Hence

E[H (Bjjo,a) 1/, |<:]
= E[H (B)j0,a)) 1|B,~B.+Ba| <]

132

dz
= /C([O,a]) ]P)<B|[O,a] € d¢)/}R Jim exp <—m) H(¢) ]l‘$+¢(a)|<6

dla)+e dx 3;'2
= P(Bjjo,q € do)H = exp| -
/c([o,a]) Bloa € dO)1) /<Z>(a)—s 21(1 — a) P ( 2(1 - a))
~ S _M)
. /cqo,a]) FBioal € AO)H() ol —a) " ( 2(1—a))’

by dominated convergence. As P(|B;| < ¢) ~ \/QT%, dividing these two asymptotics
yields the result.

(3) Deduce that the distribution of S, is absolutely continuous with regard to that
of By, when a < 1. Is it the case when a =17

By question 1, since the restriction Bjj 1) = Bjp,q is a continuous map, we have
ase — 0

E[H (Bjoa) | |Bi] < ] = E[H (Bjj0.0))]
Equating this with question 2 gets

B o) = [ PBioa < do)1(0) e (52

Hence (because equality against all bounded continuous functions characterizes
equality of measures) the law of ;o has density ¢ — \/11_7 exp (—2‘%“_);)) w.r.t.
the law of B|[07a].

When a = 1 this is not the case anymore: look at the set {¢, ¢(1) = 0}. § belongs
to it with probability 1, and B with probability 0.

Exercise 2 — Location of the minimum.
We want to compute the distribution of 17" = inf{t > 0, 3, = miny1; 5}.

(1) Show that the global minimum of § is almost surely reached exactly once. You
may use the fact that for every a < b < ¢ <d e Qn(0,1), the global minimum of
B on [a,b] and [c, d] are almost surely different (4th exercise session)
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For every a < b < ¢ < d < 1 this almost sure property of Bjj 4 is also true for
Bio,aq) by absolute continuity. Hence by countable union, almost surely for every
a<b<c<deQn(0,1), the global minimum of # on [a, b] and [c, d] are different.

Moreover we know that almost surely the global minimum of 8 on [0, 1] is not 0
(otherwise since B = 8+ B;Id then liminf, ,o B;/t > —oco which is almost surely
not the case.) These two properties imply that almost surely the global minimum
of 3 is reached only once.

(2) Show that the Brownian bridge is cyclically exchangeable, i.e. that for every z €
0,1), the process ¢t — Brai4)moda1 — Bz is still distributed like 3. (You may start by
reasoning on the Brownian motion.)

A first idea is to define Xy = B(;4+)mod1 — B,. However this has a jump disconti-
nuity at ¢t = 1 — x. Hence we rather consider the continuous process

X = B(x+t) mod1 — Bz + Bi ]lx+t>1 .
This process is continuous and we may rewrite it as such:
Xy = (Boyt — By) Lugict H(Boyi—1 + Br — Be) Loy
=Bl +(Bi—1—a) + Bi—z) Li> 1

after setting B, = By, — B,. By Markov’s property B is independent from
Bjo,2). Hence we have a process that follows a Brownian motion up to time 1 —z,
then follows an independent Brownian motion afterwards. This is exactly the
description of a Brownian motion given by Markov’s property at ¢t =1 — x.

Now we look at the Brownian bridge derived from X. Remark that we have
By = X;. Hence

X —tX1 = Blettymod1 — Be + B1 loq51 —t By
= Blatt)ymod1 — By — Bi(t — Lyi51)
= Baitymod1 — (By —xB1) — Bi(t +x — Ly p451)
= B(z4t)ymod1 — Bi((z +t)mod 1) — (By — 2B1) = Bait)mod1 — Be-
As a result t — B 44ymoa1 — B» is a Brownian bridge.

(3) Deduce the law of T

Since the minimum is reached only once, if T" is the argmin of 3, then U =T — x
mod 1 is the argmin of ¢ > Bu44)mod1 — Bz Hence T'—z mod 1 is distributed like
U. An immediate consequence is that E[e*™7] = 0 for n # 0, hence the bounded

random variable €2 has the same moments as €V where U is uniform. So
o d o d
el = %V and T = U.
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Exercise 3 — Mazimum of |3].

(1) (a) Show that
P(S > a,|B| <¢e)=2P(T, < T_,,|B1 — 2a| < ¢)

In what follows, B will be the Brownian motion B reflected at T, u, and T the
associated hitting times.

P(S>a,|Bi| <e) =PI, <1AT 4, |Bi| < &) + P(To < 1ATy, |B1| <)
= 2P(T, < 1 AT_q,|Bi| <€)
= 2P(T, < T_o,|B; — 24| < ¢)

Hence the result since B and B are likewise distributed.

(b) Show that
P(T, <T_4,|B1 —2a| <e)=P(|B; —2a| <e) —P(T, <T_,,| By — 4a|] < ¢)

We have
P(|By —2a| <e)=P(T, <T_o,|B1 —2a| <e)+P(T-, <T,,|B1 —2a| < ¢)
(To <T_o,|B1 —2a] <e)+P(T, < T_4 |B1 + 2a|] < ¢)

=P
=P(T, <T_o,|B —2a| < &) +P(T, < T_q,|By — 4a| < ¢)

Hence the result.

(c¢) Keep working and deduce an explicit series which equals P(S > a, |B;| < ¢).

We may show exactly as above the equalities, for &k > 1
P(T, < T_q,|B1 — 2ka| < e) =P(|By — 2ka| <e) —P(T, < T_,,|By — (2k + 1)a| < ¢)

Hence, combining all this gives

P(T, < T_q,| By — 20| <€) = (=1)*"'P(|B; — 2ka| < ¢)
k=1
+ (=1)"P(T, < T_o,|B1 — (2n+ 1)a| < ¢).

As the remainder goes to 0 (at the speed e~/ 2...), we have an equality:

P(S > a,|Bi| <) =2 (~1)*"'P(|B — 2ka| < ¢)
k=1

(2) Deduce the cumulative distribution function of K.



We deduce the expression of the conditional probability

|Bl — 2ka| < 5)
P(S > a||By| <€) 22 1)+t (B, < 2)

Cok2g2 .
k“e Z7a”and assuming € < 1, k

is a summable dominating function. With the dominated con-
vergence theorem we get

The summands converge each to (—1)
e—2(k—1)2a2€1/2

_92k242
P(S > al|Bi| <€) — 22(—1)k+1e 2%

— IED(K > a) if a is a point of continuity for K
E—>

As we have an equality between a decreasing continuous function and a decreasing
function outside of a countable number of points, we have equality everywhere
and we are done.




