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ABSTRACT

KEYWORDS: Graph Analytics; Parallelization; Approximate Computing;

Graphics Processing Unit.

A multitude of real-world problems is modeled as graphs where nodes represent entities

of interest, and edges capture the relationships among them. In recent years, Graphics

Processing Units (GPUs) have gained popularity as accelerators for compute-intensive

data-parallel applications due to the massive data-parallelism they offer and their high

memory bandwidth. Graph algorithms are inherently irregular, while GPUs are best

suited for structured data-parallel computation. Scaling graph algorithms is challenging

today due to the rapid growth of unstructured and semi-structured data. The prior art has

targeted parallelizing popular graph algorithms on various kinds of architectures such

as multi-core CPUs, many-core GPU, and distributed and heterogeneous systems. The

primary technical challenge posed by graphs is due to inherent irregularity in the data-

access, control-flow, and communication patterns. The recent past has witnessed the

emergence of very effective techniques to represent graphs compactly, tame irregular

computations, and efficiently map those to the underlying hardware. However, when

the graph sizes are huge (e.g., billion-scale networks), or the underlying processing is

expensive, it is not practically viable to compute the exact solution in time.

The focus of this thesis is on making graph processing more scalable. We look

to achieve this by enhancing the performance of parallel graph algorithms on GPU by

trading off computational accuracy, using approximate computing. We propose several

i) algorithm- and architecture-independent, ii) algorithm-independent but architecture-

specific, and iii) algorithm-specific but architecture-independent techniques for enhanc-

ing parallel graph processing efficiency using approximate computing. We present

Graprox, a set of four algorithm- and architecture-independent approximate computing

techniques that improve the performance of parallel graph analytics by exploiting the

general structure of the graph kernel and the flow of information in graph algorithms.
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Graph analytics on GPU suffers from low coalesced accesses, high memory latency,

and high workload imbalance. To alleviate these issues, we present Graffix, a frame-

work with three novel graph transformation techniques that alter the graph structure to

enable faster processing in exchange for small inaccuracies in the final results. Graffix’s

method for improving memory coalescing creates a graph isomorph that brings relevant

nodes nearby in memory and adds a controlled replica of nodes. The second technique

reduces memory latency by facilitating the processing of subgraphs inside shared mem-

ory by adding edges among specific nodes and processing well-connected subgraphs

iteratively inside shared-memory. The third normalizes degrees across nodes assigned

to a warp to reduce thread divergence.

Third, we focus on algorithm-specific but architecture-independent approximate

computing techniques for improved parallel execution. Specifically, we propose

ParTBC, an ensemble of techniques targeted at speeding up the computation of top-

k betweenness centrality vertices on GPU. Our proposals restrict the computation of

shortest paths from only a fraction of the vertices in parallel betweenness centrality

computation, using online stopping criteria to terminate the computation faster.

All our proposals provide tunable knobs to change the degree of approximation in-

jected and control the performance-accuracy trade-off in graph applications. Further,

our approximate computing techniques complement (and do not compete with) the ex-

isting optimization techniques, and could be applied on top of these optimizations to

enhance the execution performance further.

We illustrate the efficacy of our proposed techniques on graphs of varying charac-

teristics and sizes and popular graph algorithms through extensive experimental evalu-

ation. Overall, we show that approximate computation of graph algorithms is a robust

way of dealing with irregularities. Approximate computing combined with paralleliza-

tion promises to make heavy-weight graph computation practical, as well as, scalable.
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CHAPTER 1

INTRODUCTION

Graph is a fundamental data structure for modeling a broad spectrum of real-world

problems. Graph analytics pertains to various fields, such as bioinformatics, machine

learning, social network analysis, Computer-Aided Design (CAD), and computer secu-

rity, among others. Graph analytics algorithms extract useful information from graphs

by analyzing their structural properties and how information propagates through them,

such as the effect of a drug and identifying communities. Scaling graph algorithms is a

challenge today due to the rapid growth of unstructured and semi-structured data.

In recent years, there has been widespread adoption of parallel computing for large

scale graph processing. Graphics Processing Units (GPUs) have emerged as the plat-

form of choice for data parallel applications due to the massive data-parallelism they

offer and their high memory bandwidth. Our focus in this thesis is graph analytics

on GPUs. Former research has targeted parallelizing popular graph algorithms on

multi-core CPUs (Shun and Blelloch (2013); Harshvardhan et al. (2014, 2015); Gross-

man et al. (2018); Balaji and Lucia (2019)), many-core GPUs (Merrill et al. (2012);

Gharaibeh et al. (2012); Zhong and He (2014); Wang et al. (2017); Nodehi Sabet et al.

(2018)), as well as distributed and heterogeneous systems (Malewicz et al. (2010); Low

et al. (2012); Gonzalez et al. (2012); Slota et al. (2016); Dathathri et al. (2018)). Ac-

cording to the TAO model (Pingali et al. (2011)), the primary technical challenge posed

by graphs is the inherent irregularity in the data-access, control-flow, and communi-

cation patterns. This forces compilers to make pessimistic assumptions about them

as the graphs are available only at runtime, leading to reduced parallelization bene-

fits. The parallelization issues get exacerbated when GPUs are used to execute graph

algorithms. The recent past has witnessed emergence of very effective techniques to

represent graphs compactly (Shun et al. (2015); Sha et al. (2019); Chen et al. (2019a);

Besta et al. (2019)), tame irregular computations (Zhang et al. (2011); Wu et al. (2013);

Nodehi Sabet et al. (2018); Balaji and Lucia (2019)), and map those to the underlying

hardware (Wang et al. (2017); Nodehi Sabet et al. (2018)).



Despite successful parallelization of graph algorithms, when the graph sizes are

huge (e.g., billion-scale networks such as Facebook), and/or the underlying processing

is expensive, it is not always feasible to compute the exact solution in time. For instance,

finding the importance of a node in a network (using betweenness centrality) necessi-

tates an algorithm having time-complexity cubic in terms of the number of nodes. With

billions of nodes in a dynamic network, such a computation is prohibitively expen-

sive. The exact vertex betweenness centrality computation on the undirected graph

liveJournal (having∼4.8M nodes and∼69M edges) using a parallel implementation of

Brandes’ algorithm on a GPU takes several days to complete.

While an exact answer is required in mission-critical applications, there are graph

applications which do not always demand an accurate answer and are error tolerant. For

example, in network visualization tools such as Gephi, when employing a force-directed

graph layout algorithm (e.g., ForceAtlas2), there is a trade-off between the quality of the

simulation and the time for convergence. Similarly, we may estimate a set of k nodes

with the largest betweenness centrality (BC) in a network faster without computing the

exact BC values of the nodes. The exact pagerank values are often not required since

they evaluate the relative importance of webpages. The problem of genome assembly

lends itself well to approximate computing. Generating the genome sequence entails

constructing and traversing the de Bruijn graph. The quality of the generated genome

sequence is contingent on the constructed de Bruijn graph and the path traversed on the

de Bruijn graph. Other graph problems amenable to approximate computing include

clustering and community detection, among others. With the growing importance of

edge-computing and low-energy devices, a practical question is: "given an infrastruc-

ture, how to make the best use of resources to obtain an acceptable, inexact solution in

a reasonable time?"

As a step towards answering this question, in this thesis, we seek to look beyond

the inherent limitations of exact parallel graph processing, w.r.t. performance, using

approximate computing. We address the scalability issues in graph parallelization by

trading off computational accuracy for improved execution performance. While our

proposals embody approximations, they are a departure from the traditional approxi-

mation algorithms.
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As a first contribution, we propose Graprox, a suite of algorithm- and architecture-

independent techniques for approximate parallel graph processing. These techniques

are generally applicable to graph processing on GPU and shared memory systems.

The basic execution unit on GPUs is a wavefront or a warp, wherein threads execute

in single-instruction-multiple-data (SIMD) fashion. For best performance, a GPU im-

plementation must be tailored for efficient warp execution. It needs to be optimized

along three important dimensions: memory coalescing (Zhang et al. (2011), mem-

ory latency Nasre et al. (2013c)), and thread divergence (Nodehi Sabet et al. (2018)).

Graph processing poses challenges for coalesced memory accesses due to arbitrary and

unknown connectivity between graph vertices. A common strategy for improving

coalescing is reordering of vertices. It is useful in improving the spatial locality of

vertices by assigning consecutive id’s to those that are likely to be accessed in tan-

dem (Nodehi Sabet et al. (2018); Balaji and Lucia (2019)). Thus, the graph vertices

could be pre-numbered based on the connectivity, so that neighbors of vertices being

processed by warp-threads are nearby in GPU memory (typically, the vertices are nu-

merically indexed). The second crucial dimension for efficient GPU execution is mem-

ory latency. Graph algorithms are often memory-bound due to the irregular memory

access patterns and the resulting reduced cache benefits, making them more sensitive

to memory latency. In the presence of hundreds of thousands of threads running on

the GPU, per-thread cache benefits are further diminished. Therefore, literature has

proposed various mechanisms such as kernel unrolling and usage of shared memory to

reduce memory latency (Nasre et al. (2013c); Khorasani et al. (2014)). Using shared

memory requires identifying reusable attribute data (at the vertex or the edge) in the

graph algorithm and taking advantage of the temporal locality. The third necessary di-

mension for efficient GPU execution is thread-divergence. It occurs when warp-threads

need to execute different instructions (or no-op) at the same time, resulting in loss of

parallelism. Thread-divergence is rampant in graph algorithms due to arbitrary degree-

distribution, leading to load-imbalance. For skewed degree distributions prevalent in

several real-world graphs, load-imbalance poses a sequentiality bottleneck. Former

research has proposed degree-sorting, nested kernels, loop-splitting, and edge-based

processing to reduce thread-divergence (Zhang et al. (2011); Balaji and Lucia (2019)).
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As a second contribution, we propose algorithm-independent but architecture-

specific approximate techniques for parallel graph processing. We present Graffix, a

system of graph transformation techniques for making the graph more amenable to

GPU-based processing while adding controlled approximations. We target three impor-

tant GPU-specific aspects central to performance: memory coalescing, memory latency,

and thread-divergence. We improve memory coalescing by making the graph more

structured, reduce memory latency by processing the well-connected subgraphs inside

shared memory, and alleviate thread divergence by reducing the workload imbalance

among warp threads.

As mentioned earlier, graph algorithms that take excessively long to complete and

can tolerate some degree of inexactness in the output are well suited for approximate

processing. With this motivation, we look at the problem of identifying the most im-

portant nodes in a network, based on their betweenness centrality scores.

Betweenness centrality (BC) is a crucial centrality metric in graphs and networks

that measures the significance of a vertex. BC(n) is calculated using the number of

shortest paths in the graph passing through n. It is used in a variety of applications

such as detecting communities in social and biological networks (Girvan and Newman

(2002)), targeted advertising (Kim and Park (2012)), analysis of disease spreading (Lil-

jeros et al. (2001)), and identifying criminal networks (Coffman et al. (2004)), among

others. The state-of-the-art Brandes’ algorithm (Brandes (2001)) computes the exact

BC values for all nodes in a graph G = (V,E) in time O(|V ||E|) for unweighted

graphs, and time O(|V ||E|+ |V |2 log |V |) for graphs having positive weights. As sug-

gested by its complexity, computation of BC is quite time-consuming even on graphs

of moderate sizes, having hundreds of thousands of nodes and edges. For example, a

single-threaded execution of Brandes’ algorithm takes over 13 hours to terminate on an

undirected graph loc-Gowalla (having ∼196,600 vertices and ∼950,300 edges).

To make BC computations scalable, Brandes’ algorithm has been successfully par-

allelized on multi-core CPUs, many-core GPUs, and distributed systems (Madduri et al.

(2009); McLaughlin and Bader (2014); Prountzos and Pingali (2013); Solomonik et al.

(2017); Hoang et al. (2019)). Yet, the cost of BC computation is excessive on mod-

ern networks with millions of nodes and tens of millions of edges. Moreover, often
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applications are interested in the relative ranking of the vertices according to their BC

scores, rather than their actual BC values. In addition, several applications demand

identifying nodes with highest BC values. Hence, an estimate of the top-k BC vertices

is sufficiently informative in such cases.

Thus, as a third contribution, we explore algorithm-specific but architecture-

independent techniques for parallel graph processing. Specifically, we propose

ParTBC, a framework for computing the top-k vertices with highest BC in a graph,

using approximate computing in conjunction with parallelization. We compute approx-

imate BC values of vertices, such that the relative ordering among the vertices is nearly

maintained.

1.1 Contributions

The thesis makes the following contributions towards increasing the efficiency of par-

allel graph algorithms in exchange for small inaccuracies in the final output.

1.1.1 Architecture-agnostic Techniques for Parallel Approximate

Graph Processing

We propose Graprox, a set of four architecture-agnostic techniques for parallel graph

processing that exploit the general structure of a graph kernel and the flow of informa-

tion in graph algorithms to arrive at an approximate solution early. Graph algorithms

are often iterative. We cut-short the outerloop iterations, based on a stopping criterion,

to compute an approximate solution faster, by reducing the overall work done. Further,

not all parts of the graph contribute equally to the final fixed-point information. So,

we propose to process a subset of the vertices/edges selectively, for each pass through

the graph, or for each iteration of the outermost loop. We also explore the effect of

storing the graph in an imprecise manner. Instead of working on the exact graph rep-

resentation, the (exact) algorithm runs on the compressed graph, obtained by merging

the nodes with significantly overlapping neighborhoods. We also propose techniques

to reduce the computation cost of large graphs by approximating the attribute values of
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graph elements. We provide tunable knobs to control the accuracy-performance trade-

off. We empirically demonstrate the efficacy of our techniques using popular graph

algorithms and graphs of different characteristics.

1.1.2 GPU-specific Optimizations for Graph Processing in the Pres-

ence of Approximations

We propose Graffix, a framework for approximate computing techniques to improve co-

alescing, memory latency, and thread divergence of graph processing kernels on GPU.

Each of the proposed techniques modifies the graph structure to accomplish the goal.

Our techniques offer tunable knobs to control the amount of approximation injected.

Our technique for improving memory coalescing creates a graph isomorph that brings

relevant nodes nearby in memory and adds controlled replica of nodes to improve co-

alescing. The second reduces memory latency by facilitating the processing of sub-

graphs inside shared memory by adding edges among specific nodes and processing

well-connected subgraphs iteratively inside shared-memory. The third technique nor-

malizes degrees across nodes assigned to a warp to reduce thread divergence. As we

show, our techniques are effective in improving the performance by 1.13× on average

with inaccuracy in the ballpark of 10% across various real-world and synthetic graphs

for popular graph algorithms.

1.1.3 Estimation of Top-k Betweenness Centrality Vertices on Het-

erogeneous Architectures

We propose ParTBC, a bouquet of novel techniques for speeding up the estimation of

top-k vertices with the highest BC in a graph, using approximate computing on GPU.

Our techniques restrict the computation of shortest paths from only a fraction of the ver-

tices in parallel Brandes’ algorithm based on online stopping criteria that use tunable

knobs. The techniques govern the subset of the vertices that are picked as sources and

their order while ensuring that all graph vertices receive a sizeable fraction of their re-

spective BC scores in the early iterations of Brandes’ algorithm. BC scores of the nodes
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so acquired (in the early iterations) cause the relative BC scores of the graph vertices

to be indicative of their relative exact BC values, leading to a high accuracy in top-k

computation with fewer iterations. On real-world and synthetic graphs, on average, we

achieve a speedup of 2.5× compared to the exact parallel Brandes’ algorithm on GPU,

with an error of less than 6%.

1.2 Organization of the Thesis

The thesis is organized as follows. Chapter 2 introduces the basic terminology related

to graphs and describes the popular graph representations. We describe the parallel

versions of the popular graph algorithms and the various graph classes used in the thesis.

Chapter 3 describes the prior art in the area of parallel and approximate graph pro-

cessing, and compares and contrasts those with the ideas presented in this thesis.

Chapter 4 describes in detail our proposed approximate techniques for parallel graph

processing. We present a theoretical model of approximation and instantiate it with con-

crete approximate computing techniques. Our techniques perform reduced execution,

process only part of the graph, store graph in an approximate manner, and approximate

attribute values to gain in efficiency. We also discuss how approximations can be ex-

ploited for an efficient GPU-based parallel processing. All the techniques provide tun-

able knobs to change the degree of approximation and control the performance-accuracy

trade-off. The experimental results validate the efficacy of our proposals.

Chapter 5 details our proposed approximate computing techniques targeting GPU-

specific aspects for efficient graph processing. We propose three graph transformations,

each targeting one GPU-specific aspect — memory coalescing, memory latency and

thread-divergence. The experimental results show that our techniques are indeed effec-

tive in improving the performance on real-world graphs and popular graph algorithms.

Further, our techniques do not compete with the existing GPU-specific optimizations,

but complement those.

Chapter 6 discusses our proposal for speeding up the identifation of the most impor-

tant nodes in a network based on their betweenness centrality values on GPU. We first
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describe a graph reordering mechanism to improve the memory coalescing during BC

computation. We next discuss various heuristics for determining the sequence in which

to pick nodes as source (in the outermost loop) in Brandes’ algorithm, to enable quicker

identification of the top-k BC vertices with a very small error. Finally, we present the

experimental results which show that our techniques work well in practice.

Chapter 7 concludes the thesis and discusses a few future directions.
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CHAPTER 2

Background

In this chapter, we introduce the terminology and notation used throughout the thesis

and present an overview of the concepts required for understanding the remainder of

the thesis.

2.1 Basic Definitions

Graph. A graph G(V,E) is a set of vertices, V , and a collection of edges, E, each

connecting a pair of vertices (u, v) where u and v ∈ V . If (u, v) is an ordered pair, the

graph is directed. If (u, v) is an unordered pair, the graph is undirected.

Degree of a vertex. The degree of a vertex u is the number of edges (u, v) ∈ E.

Tree. A tree is an undirected graph in which there is exactly one path between every

pair of vertices. A disjoint set of trees is called a forest.

Diameter of a graph. The length of the longest shortest path in the graph is its diame-

ter.

Clustering coefficient. Clustering-coefficient of a graph is a measure of the tendency

of vertices to occur in clusters.

Local clustering-coefficient (LCC) of a vertex, v:

LCC(v) =
number of pairs of v’s neighbors that are neighbors

number of pairs of v’s neighbors

The definition of local clustering coefficient can be extended to define the clustering

coefficient of a subgraph.



2-hop neighbor. The 2-hop neighbors of a vertex u are those vertices that are reachable

from u in exactly 2 hops. A vertex w is a 2-hop neighbor of u (u 6= w) if ∃ v ∈ V s.t.

(u, v) and (v, w) ∈ E.

2.2 Graph Storage Formats

There are two considerations when deciding on the graph representation:

1. space complexity of the representation

2. time-efficiency of accessing the graph elements

We describe two popular graph representations: 1) Adjacency matrix; 2) Com-

pressed Sparse Row (CSR)

Adjacency Matrix. An adjacency matrix is a |V | × |V | matrix, with the entry in row

u and column v set to 1 if there is an edge from vertex u to vertex v, and 0 otherwise.

This representation has a space complexity of |V |2 making it prohibitive even for graphs

with a few million vertices, which are very common. Figure 2.1a presents an example

graph G, whose adjacency list representation is shown in Figure 2.1b. Adjacency ma-

trices for real-world graphs are often sparse (i.e., most of the entries are 0), resulting in

suboptimal utilization of the allocated space. Processing a graph involves visiting the

neighbors of a vertex. The time complexity of accessing a vertex’s neighbors with this

representation is O(|V |).

Compressed Sparse Row. The CSR representation is a popular storage format for

sparse matrices. In the context of graphs, it stores only the non-zero elements of the

(sparse) adjacency matrix, i.e., the edges of the graph. Figure 2.1c shows the CSR

representation of the graph G. The CSR format requires two arrays to represent the

graph: offset array and edges array. The offset array is sorted by vertex-id and stores

each vertex’s starting offset into the edges array. The edges array stores the neighbors

of the vertices contiguously, that is, the neighbors of vertex 0, followed by neighbors

of vertex 1 and so on. The offset array is of size |V | + 1 and the edges array is of size

|E|. Thus CSR representation has a space complexity of O(|V | + |E|). Additionally,
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(b) Adjacency Matrix representation of G
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(c) CSR representation of G

Figure 2.1: Graph representations

the degree of a vertex, v is given by (offset[v + 1] - offset[v]). The time complexity of

accessing a vertex’s neighbors is O(vertex degree).

Further, in GPU-based graph processing, the graph is read on the host and then

transferred to the GPU memory. The CSR representation offers an additional advantage

for data transfer to the GPU. The graph can be copied to the GPU using two calls to

cudaMemcpy(): one for the edges array and another for the offset array in the CSR

representation. Notwithstanding that CPU and GPU have separate address spaces, CSR

representation allows us to access the graphs identically on both the host and the device

without additional overheads.

This contrasts with using a traditional (space-efficient) adjacency list representation,

which uses an array of pointers (one per vertex) with each vertex pointing to a list of

its neighbors. Transferring such an array of adjacency lists to the GPU requires moving

the neighbor list of each vertex separately. Additionally, we are required to perform

serialization–deserialization of the pointers on the GPU.

We use the CSR representation in all our works.
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2.3 Classification of Graphs

We describe the nature and characteristics of the class of graphs that we have used in

the evaluation of our proposed techniques.

2.3.1 Scale-free Real World graphs

Real-world graphs, such as social networks, are often scale free. A graph is said to be

scale free if the fraction of nodes with degree d follows a power law distribution d−α,

where α > 1.

A few properties of the real-world scale free graphs are:

• Very few nodes have large node degrees, while a large fraction of nodes has a
very low degree.

• There is a huge difference between the highest and the lowest node degrees.

• The diameter of the graph is small.

• There is a hierarchical community structure.

2.3.2 Recursive Matrix (R-MAT) graphs

R-MAT graphs (Chakrabarti et al. (2004)) are synthetic scale free graphs. The R-MAT

graph generation model generates graphs by recursively (sub)dividing a matrix of size

|V |× |V | into four equal partitions and distributing the edges among the partitions with

unequal probabilities α, β, γ, δ such that α + β + γ + δ = 1.

2.3.3 Road networks

In a road network, a vertex represents an intersection of roads, and the edges represent

the roads. The diameter of such graphs is large. Since the number of roads intersecting

at a junction is bounded and small, road networks have small node degrees, and the

difference between the highest and lowest node degrees is also low. Such networks are

nearly planar.

14



2.3.4 Random graphs

Random graphs are obtained by adding edges at random, starting from a set of dis-

connected vertices. The Erdős-Rényi model is frequently used for generating random

graphs. With this model, an edge is included with a constant probability, independent

of other edges. Random graphs have small diameters and the difference between the

highest and lowest vertex degrees is also small.

2.4 Parallel Graph Algorithms

We describe the parallel algorithms for the graph problems that we have used for eval-

uating the proposed approaches in this thesis. These graph algorithms are well-known

and are widely used in a myriad of applications.

2.4.1 Breadth First Search (BFS)

Breadth First Search is a graph traversal strategy, wherein starting from a designated

source node, the graph vertices are visited level by level. First, all the neighbors of

the source vertex are visited, followed by its 2-hop neighbors, and so on. BFS is well-

suited for parallelization. Algorithm 1 shows the pseudo-code for a work-efficient BFS

traversal. There is a worklist for the nodes to be processed. Initially, the worklist

contains only the BFS source (Line 3). The vertices in the worklist are processed in

parallel by different threads to update the level information of their neighbors (Line 4).

The worklist is updated with the nodes to be processed next. When the nodes at level l

are processed, nodes with level l+1 are added to the worklist. The algorithm terminates

when there are no more nodes left to be processed, i.e., the worklist is empty. It works

for a single connected component, and for a forest, it needs to be repeated for a source

in each component.

We use BFS traversal extensively in our work.
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Algorithm 1 Breadth First Search Traversal on G(V,E)
1: v.level = 0 ∀v ∈ V . initialization
2: source.level = 1
3: Worklist wl = {source}
4: for all Node n : wl do . GPU parallel
5: for Node v : G.neighbors(n) do
6: if v.level == 0 then
7: v.level = n.level + 1
8: wl.push(v)
9: end if

10: end for
11: end for

2.4.2 Single Source Shortest Path (SSSP)

Algorithm 2 SSSP Computation over graph G(V,E)
1: v.dist =∞ ∀v ∈ V . initialization
2: source.dist = 0
3: Worklist wl = {source}
4: changed = true
5: while changed do . outer loop
6: changed = false;
7: for all Node u : wl do . GPU parallel
8: for Node v : G.neighbors(u) do
9: altdist = u.dist + weight(u→ v)

10: if altdist < v.dist then
11: v.dist = altdist . needs synchronization
12: wl.push(v)
13: changed = true;
14: end if
15: end for
16: end for
17: end while

SSSP computation finds the shortest distance of each vertex from a designated

source in a weighted graph. Bellman-Ford algorithm and Dijkstra’s algorithm are two

of the popular algorithms for SSSP computation. We implement a variation of Bellman-

Ford’s algorithm which is more amenable to parallelization than the work-efficient Di-

jkstra’s algorithm. Algorithm 2 presents the pseudo-code for SSSP computation that we

use in our work. The algorithm iteratively updates the distances of the graph’s nodes

from the designated source till a fixed point is reached. A worklist is maintained that

contains the nodes whose distances have been updated. Initially, the worklist contains

only the source node. The distance of the source is initialized to 0 while every other

node’s distance is initialized to∞. The nodes in the worklist are processed in parallel
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(Line 7) and the distances of their neighbors are updated. Due to multiple threads writ-

ing to the same vertex’s distance, threads need to synchronize using atomics (Line 11).

2.4.3 PageRank

Algorithm 3 PageRank Computation over graph G(V,E)
1: PR_old[v] = 1

|V | ∀v ∈ V . initialization
2: PR_new[|V |]
3: adjustfactor = 1−d

|V | . d is the damping factor
4: for i = 1..M do . Number of iterations
5: PR_new[v] = 0 ∀v ∈ V . Reset PR_new
6: for all Node u : V do . GPU parallel
7: for Node v : G.neighbors(u) do
8: PR_new[v] += d×PR_old[u]

outDegree(u) . needs synchronization
9: end for

10: end for
11: – barrier –
12: for all vertices v ∈ V do . GPU parallel
13: PR_new[v] += adjustfactor
14: end for
15: – barrier –
16: swap(PR_new, PR_old)
17: end for

PageRank is a propagation-based algorithm to compute page rank values (related to

importance) of vertices in a web-graph. The algorithm uses a damping factor d, which

is usually set to 0.85. Then pagerank of a vertex v in a graph G(V,E) is defined as:

PR(v) =
1− d
|V |

+ d×
∑
∀u→v

PR(u)

outDegree(u)
(2.1)

Algorithm 3 presents the pseudo-code for PR that we use in our work. The algorithm

is iterative and is generally run for a fixed number of iterations depending on the re-

quired precision of the pagerank score. In our experiments, we run the algorithm for 10

iterations, i.e., M = 10. In each iteration, the nodes are processed in parallel (Line 6)

and the threads operating at a node update its neighbors’ pagerank values according

to equation 2.1. Due to multiple threads writing to the same vertex’s pagerank value,

threads need to synchronize using atomics (Line 8).
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2.4.4 Minimum Spanning Tree (MST)

Algorithm 4 MST Computation over graph G(V,E)
1: MSTset = {} . set of edges in MST
2: union-find uf(V ) . union-find data-structure
3: Workset W = V . set of components’ rep. elements
4: for all Node u :W do
5: Edge e = getMinWtEdge(u→ v) ∀ Node v ∈ G.neighbors(u)
6: Node x = uf.find(e.src)
7: Node y = uf.find(e.dst)
8: if x 6= y then
9: MSTset = MSTset ∪ {e} . include e in MST

10: rep = uf.union(x, y) . edge contraction
11: W.insert(rep) . include rep. element in W
12: end if
13: end for

MST computation finds a tree in a given graph having the minimum sum of the

tree’s edge-weights and which spans all the vertices of a connected graph. Popular

graph algorithms for MST computation are Prim’s algorithm, Kruskal’s algorithm and

Boruvka’s algorithm. We use Boruvka’s algorithm which offers better parallelism over

Prim’s or Kruskal’s algorithms. MST computation necessitates the maintenance of var-

ious components across multiple iterations and these components are processed in par-

allel, using union-find (or its variant), which is a standard data structure maintained to

process MST efficiently. Algorithm 4 presents the pseudo-code for MST that we use

in our work. In this algorithm, MST is computed using successive edge-contraction.

The algorithm starts with every node in a separate component (Line 3). The minimum-

weight edge from each node to a different component is identified in parallel (Line 5)

followed by finding the end-points of the minimum-weight edge between components

for every component (Lines 6,7). The end-points so identified are fused into a single

component in parallel (Line 10). The minimum-weight edge between components form

the MST. The algorithm terminates when only a single component is left.

2.4.5 Strongly Connected Components

A strongly connected component (SCC) of a directed graph G(V,E) is a set of vertices

V ′ ⊆ V such that there is a directed path between every pair of vertices in V ′. Find-

ing SCC is a fundamental problem which identifies cycles in a given graph. We use
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the Forward-Backward (FB) algorithm for SCC which offers better parallelism over

a depth-first search based processing, such as Kosaraju algorithm. Forward-Backward

(FB) algorithm performs two traversals on the graph from each node, and forms two sets

of vertices F (v) and B(v) for each vertex v corresponding to forward set and backward

set respectively. The graph nodes can then be divided into four parts: V −(F (v)∪B(v)),

F (v) ∩ B(v), F (v) − (F (v) ∩ B(v)) and B(v) − (F (v) ∩ B(v)). The intersection

F (v) ∩B(v) is an SCC. This process is repeated on the remaining three disjoint sets in

parallel. Algorithm 5 presents the pseudo-code for SCC that we use in our work. The

pivot node is selected using a heuristic (Line 5). The forward and backward reachabil-

ity closures of the selected pivot are computed in parallel (Lines 6, 7). Further, each

of these is parallelized using a frontier-based BFS traversal. Since each of the residual

graphs (Lines 11–13) is disjoint, they are processed in parallel.

Algorithm 5 SCC Computation over graph G(V,E)
1: function FW-BW(G, SCC)
2: if |V | == 0 then
3: return
4: end if
5: u← pivot(G) . select a pivot vertex

begin in parallel
6: D ← BFS(G, u) . vertices reachable from pivot; GPU parallel
7: P ← BFS(GR, u) . vertices that can reach pivot; GPU parallel

end
8: S ← P ∩D . an SCC
9: SCC← SCC ∪S . the set of SCCs

10: R← V \ (P ∪D) . remaining vertices
begin in parallel

11: FW-BW(D \ S, SCC)
12: FW-BW(P \ S, SCC)
13: FW-BW(R, SCC)

end
14: end function

2.4.6 Vertex Coloring

Vertex coloring is the problem of assigning colors (or labels) to vertices of a graph

such that adjacent vertices are assigned distinct colors, using as few colors as possi-

ble. Vertex coloring is NP-hard, but several heuristics-based algorithms exist for vertex

coloring that try to reduce the number of colors used. In our work, we use a paral-
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lel greedy independent-set based algorithm. Algorithm 6 presents the pseudo-code for

vertex coloring that we use in our work. It uses the observation that an independent

set of vertices can be assigned the same color. Further, we use the largest-degree-first

ordering (LDF) heuristic, i.e., the vertices with larger degrees are colored first. In each

iteration, an independent set is constructed in parallel by choosing vertices that have

the highest degree locally (Line 10). As a result, the nodes are colored in decreasing

degree order. The vertices belonging to an independent set are assigned the same color

in parallel (Line 26). In an iteration, the vertices are colored using the smallest available

color. The algorithm terminates when all nodes have been colored.

Algorithm 6 Vertex Coloring over graph G(V,E)
1: v.color = -1 ∀v ∈ V . initialization
2: v.weight = v.degree ∀v ∈ V
3: v.conflictRes = randomInt() ∀v ∈ V
4: U = V . U is the set of uncolored nodes
5: c = 0 . Color to be assigned
6: flag = true
7: while flag do . there are uncolored vertices
8: I = {} . Independent Set
9: while |U | > 0 do

10: for all Node v : U do . GPU parallel
11: w_max = 0
12: for Node w : G.neighbors(v) do
13: if w_max < w.weight then
14: w_max = w.weight
15: x = w
16: end if
17: end for
18: if v.weight > w_max then
19: I = I ∪{v}
20: else if v.weight > w_max then
21: if v.conflictRes > x.conflictRes then
22: I = I ∪{v}
23: end if
24: end if
25: end for
26: for all v′ ∈ I do . GPU parallel
27: v′.color = c
28: end for
29: end while
30: U = U \ I
31: if |U| == 0 then
32: flag = false
33: end if
34: c = c + 1
35: end while
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2.4.7 Betweenness Centrality

Betweenness Centrality (BC) of a vertex, v, quantifies its importance based on the num-

ber of shortest paths in the graph passing through v. The state-of-the-art Brandes’ al-

gorithm (Brandes (2001)) computes the exact BC values for all nodes in a graph G =

(V,E) in time O(|V ||E|) for unweighted graphs, and time O(|V ||E| + |V |2 log |V |)

for graphs having positive weights. Algorithm 7 presents the pseudo-code for Brandes’

algorithm that we use in our work. In this algorithm, there is an outerloop over the

number of nodes (Line 2). Each of the computation steps (Lines 3, 7) is executed in

parallel for a single source, and different sources are processed in sequence.

Algorithm 7 Betweenness Centrality computation over graph G(V,E)
Require: An undirected, unweighted graph G(V,E)
Ensure: Vertex betweenness centrality

1: bc[v] = 0 ∀v ∈ V . initialization
2: for all s ∈ V do
. Forward Pass: form BFS DAG, D

3: for all v : Node ∈ G do . GPU parallel
4: compute σsv
5: compute pred(s, v)
6: end for
. Backward Pass: backward traverse DAG, D

7: for all v : Node ∈ D do . GPU parallel
8: compute δs(v)
9: bc[v] += δs(v)

10: end for
. Reset graph attributes

11: for all (u→ v) ∈ E do
12: reset(u→ v)
13: end for
14: end for

σsv (Line 4) is the number of shortest paths from s to v. The dependency of a vertex

v w.r.t. a given source vertex s is δs(v). It is computed (in Line 8) using the following

recurrence:

δs(v) =
∑

w|v∈pred(s,w)

σsv
σsw

(1 + δs(w)) (2.2)

pred(s, w) is a list of immediate predecessors of w in the shortest paths from s to w

(computed using the forward pass). The size of the pred list of a vertex is bounded by

its degree. pred lists of all the vertices together induce a directed acyclic graph (DAG)

D over the graph G. BC of each vertex is then computed (in Line 9) as a summation
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over all the sources (computed using the backward pass):

bc(v) =
∑
s 6=v∈V

δs(v) (2.3)

2.5 Summary

In this chapter, we introduced the basic terminology related to graphs in general. We

discussed the relevant graph representations and the various types of graphs encoun-

tered in practice. Finally, we presented the parallel algorithms for the popular graph

problems, which we use to evaluate the techniques proposed in the thesis.
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CHAPTER 3

Related Work

This chapter discusses the prior works in the realm of parallel graph processing and

approximate computing, and tries to place our contributions towards parallel approxi-

mate graph analytics in context. We divide the past works into two categories: 1) Exact

parallel graph processing 2) Approximate graph processing.

3.1 Exact Parallel Graph Processing

There has been a vast array of works on parallelization and optimization of graph algo-

rithms on various parallel architectures, including multicore CPU, manycore GPU and

distributed systems. We discuss a few prominent ones here.

3.1.1 Parallel graph processing on multicore

Shun and Blelloch (2013) present Ligra which is a framework for parallel graph pro-

cessing on shared memory systems. Ligra supports vertex based processing using fron-

tiers and edge-map. The active vertices are added to a frontier. The edge-map updates

the neighbor information of all the nodes present in the frontier and updates the fron-

tier. It uses coordinated scheduling for synchronization. It supports both push- and

pull-based operators and can switch between them based on the number of edges inci-

dent on the frontier.

Grossman et al. (2018) propose a framework for efficient pull-based processing on

shared memory systems. They present a scheduler-aware interface for parallel loops

which allows programmers to reduce the write-conflicts in scenarios where a thread ex-

ecutes several iterations of the parallel loop. This benefits the pull-based processing.

Further, they introduce a new graph representation called Vector-Sparse that facilitates



better vectorization of the loop over the in-neighbors of a vertex in pull-based process-

ing.

The approximate computing techniques presented in the thesis are designed for

push-based implementation of graph algorithms following the vertex-centric model of

parallelization.

Harshvardhan et al. (2014) introduce k-level asynchronous (KLA) paradigm for

parallel graph processing. KLA tries to bridge the gap between level-synchronous and

fully asynchronous processing. Tuning the value of k enables controlling the number

of (expensive) global and (cheap) local synchronizations. An appropriate choice of k

improves the performance of the traditionally level-synchronous graph primitives by

reducing the cost of synchronization.

In our implementation of graph algorithms, we pick either the level-synchronous or

fully asynchronous processing.

Madduri et al. (2009) propose an efficient parallel implementation for computing

vertex betweenness centrality on shared memory multicore architectures. They improve

the algorithm to use successors instead of predecessors in the computation of the DAG,

which produces a more efficient, locality-friendly algorithm.

With the purpose of alleviating the issues due to irregular accesses in parallel graph

processing, various graph reordering schemes have been explored such as LabelProp-

agation (Boldi et al. (2011)), Nested Dissection (Lasalle and Karypis (2013)), Slash-

Burn (Lim et al. (2014)), Gorder (Wei et al. (2016)) and ReCALL (Lakhotia et al.

(2017)). Reverse Cuthill-McKee (RCM) Liu and Sherman (1976) is a commonly used

algorithm for reordering sparse matrices and graphs. It uses a modification of BFS.

RCM performs level order traversal such that nodes at a level are visited in order of

their BFS parent’s position in the previous level. If multiple nodes have the same ear-

liest BFS parent, they are picked in descending degree order. Karantasis et al. (2014)

present a parallel version of RCM to reduce the cost of reordering. Balaji and Lucia

(2019) propose RADAR, which combines data duplication and graph reordering to ac-

celerate graph processing on shared memory systems. It uses degree-sorting to assign

consecutive id’s to the highly-connected hub vertices. Following the reordering, it cre-
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ates per-thread copy for the hub vertices to reduce false sharing and the cost of atomic

updates.

We propose a graph reordering technique for better coalesced accesses of vertex-

centric graph algorithms on GPUs in Chapter 5, which involves vertex renumbering.

Our renumbering scheme is different from the previous ones in that it takes into account

the nodes that are likely to be accessed in tandem in GPU-based processing and tries to

place them together in memory.

To enable efficient processing of large graphs, out-of-core processing has been ex-

plored (Kyrola et al. (2012); Roy et al. (2013); Maass et al. (2017); Dhulipala et al.

(2018); Jun et al. (2017)). Harshvardhan et al. (2015) propose a hybrid approach for

out-of-core processing wherein a graph is partitioned into multiple subgraphs, each of

which can fit into the RAM. The subgraphs are swept in and out of the main memory for

processing using a paging-like approach. They cut down on disk I/O by implementing

optimizations such as deferred updates, avoiding redundant writes to disk, bringing in

multiple subgraphs into the RAM at a time. Their proposed scheme works well on sin-

gle shared-memory node, as well as, large distributed systems. Gill et al. (2020) study

graph analytics on large graphs using byte-addressable Intel Optane Persistent Memory

Modules.

Our proposals target static graphs that fit completely in memory and are not de-

signed to work for out-of-core processing.

3.1.2 Parallel graph processing on GPU

Parallelization of popular graph algorithms on GPUs has been well-studied and various

optimization strategies have been explored (Carrillo et al. (2009); Luo et al. (2010);

Hong et al. (2011); Nasre et al. (2013a,b); Khorasani et al. (2014); Ashari et al. (2014);

Sengupta et al. (2015); Pai and Pingali (2016); Han et al. (2017)).

Merrill et al. (2012) propose work-efficient frontier-based graph traversal on GPUs.

They use prefix-sum to determine the enqueue offset for each of the threads that en-

ables gathering the nodes in parallel while expanding the global vertex-frontier queue.

They further propose exploiting fine-grained and coarse-grained parallelism for reduc-
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ing workload imbalance during expansion of the queue and filtering the already visited

and duplicate vertices.

Gharaibeh et al. (2012) present Totem, a framework for processing a graph on het-

erogeneous systems. Totem divides the graph into two partitions. One part is stored

in main memory and processed on multicore CPU. The other part is processed on the

GPU. The CPU and GPU processing proceeds simultaneously. It is able to process large

graphs that do not entirely fit in the GPU device memory. GStream due to Seo et al.

(2015) alleviates the issue of underutilization of GPU in Totem by using the concept of

nested-loop theta-join operation and utilizing asynchronous GPU streams. GPU kernel

is treated as the theta-operator and the attribute vectors and topology data are treated as

the outer and the inner join operands respectively.

Zhang et al. (2011) present techniques for removal of dynamic irregularities in GPU

computation, to effect better memory coalescing. They use data reordering and job

swapping, and runtime adaptation techniques for effective reduction in dynamic irreg-

ularities. Nasre et al. (2013c) discuss using shared memory for storing part of the

worklist, and maintaining local worklist needed for kernel unrolling in the case of data-

driven and topology-driven approaches respectively. Zhang et al. (2010) study methods

for thread divergence removal. They minimize thread divergence through runtime opti-

mizations with the support of a CPU-GPU pipeline scheme.

Wang et al. (2017) present Gunrock, a library for parallel graph analytics on GPU.

Gunrock operates on frontiers of nodes or edges. A filtering operation removes inactive

nodes or edges from the frontier followed by application of user-defined functors to the

items in the frontier in parallel. It also employs four parallel graph traversal throughput

optimization strategies to reduce workload imbalance in graph processing on GPU. We

compare our techniques against Gunrock in Chapter 5.

Hong et al. (2017) propose different graph representations based on the graph char-

acteristics and traversal patterns to alleviate the issues in GPU-based graph processing.

They present MultiGraph which preprocesses the graph to group the vertices into dif-

ferent categories based on their in-degrees and reorders the vertices such that those in

the same category are assigned consecutive id’s. Further, it chooses between the heavy-

block and the sparse block representation based on the estimate of the active vertices
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during the frontier-based iterative processing of the graph.

Nodehi Sabet et al. (2018) present Tigr that addresses the graph irregularity issues

by transforming the graph to make it more structured. Tigr uses virtual split transforma-

tion and memory access optimization, called edge-array coalescing to reduce the thread

divergence and to improve the data locality in vertex-centric graph processing. Split

transformation introduces indirection arrays to maintain (virtual) replicas of nodes hav-

ing degree greater than the degree-bound and distributing the edges among the replicas,

to make node degrees uniform. The edge-array coalescing technique reorders the edges

among the replicated nodes during the construction of CSR arrays and the edge-array

is accessed in a strided manner to effect improved coalesced accesses of the edge-array

after the split transformation. We compare our techniques against Tigr in Chapter 5.

There have been works focusing on parallelizing betweenness centrality computa-

tion on GPUs. Prountzos and Pingali (2013) propose a space efficient scalable asyn-

chronous parallel algorithm for BC that is able to extract massive parallelism. They

express the BC computation in terms of operators, which act on nodes and edges to

update their attributes if the specified preconditions are satisfied. The set of operators

for the forward and the backward passes are different, since these capture the computa-

tion involved in the two phases. They also propose a set of schedules for applying the

operators.

McLaughlin and Bader (2014) present an efficient scheme for parallel BC computa-

tion on GPUs and heterogeneous architectures. They adopt a hybrid approach wherein

they choose one of work-efficient or edge-parallel approaches for each outer-loop iter-

ation of the algorithm based on whether the size of the vertex-frontier is small or large.

This reduces the load imbalance among threads while utilizing the available parallelism.

3.1.3 Parallel graph processing on distributed systems

Graph algorithms have been shown to bear enough parallelism in the context of dis-

tributed systems and various strategies for efficient parallelization and low communi-

cation have been studied (Malewicz et al. (2010); Low et al. (2012); Gonzalez et al.

(2012); Hong et al. (2015); LeBeane et al. (2015); Slota et al. (2016); Zhu et al. (2016);
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Besta et al. (2017); Chen et al. (2019b)).

Dathathri et al. (2018) propose various communication optimizations and graph par-

titioning strategies for distributed memory graph analytics systems. They introduce the

proxy partitioning model wherein edges are distributed among the host machines. The

end points of these distributed edges are locally cached on the host to create proxy

vertices. One copy of a vertex in the graph is a master proxy, while others are mirror

proxies. During synchronization, the mirror proxies communicate their local values to

the master proxy, which will hold the canonical value. In order to reduce the communi-

cation overhead, they use vertex-id memoization which eliminates the need for sending

global vertex-id’s across hosts and the translation between global and local vertex-id’s.

Parallelization of BC computation on distributed memory systems has been exten-

sively explored. Solomonik et al. (2017) propose a parallel algorithm for BC computa-

tion using an algebraic formulation. They use the Bellman-Ford algorithm for shortest

path computation in order to achieve the maximum-sized vertex frontier at each step, en-

abling increased parallelism. Further, the frontier relaxations are achieved using sparse

matrix-matrix multiplication. The proposed algorithm also reduces the communication

by a factor of 3
√
p on p processors. Hoang et al. (2019) propose a round-efficient dis-

tributed BC algorithm in the CONGEST model. Their proposal reduces the number of

messages sent across edges. Further, they reduce the number of rounds by a factor of

14× over existing works on 256 hosts.

3.2 Approximate Graph Processing

Approximate graph computation has been well explored from the standpoint of both

theory and applications.

Mittal (2016) presents a survey of various approximate computing strategies includ-

ing precision scaling, loop perforation, memoization, selective memory accesses, data

sampling, voltage scaling, inexact reads/writes, lossy compression and using universal

function approximators in various domains for improving performance and reducing

the energy requirements in exchange for acceptable loss in output quality. Our tech-
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niques for parallel approximate graph processing presented in the following chapters

may be categorized into loop perforation, selective memory accesses, memoization,

data sampling and lossy compression.

Yazdanbakhsh et al. (2017) present AxBench, which is a benchmark suite for evalu-

ating various approximate computing techniques using diverse applications running on

CPUs and GPUs. Each of the benchmarks contains annotations for the "approximable

regions", which are regions of code that consume the most time or energy during execu-

tion, or which are error-tolerant. Further, AxBench contains application-specific quality

metrics to measure and compare the efficacy of the different approximation techniques.

Shang and Yu (2014) propose a system to auto-synthesize the approximate versions

of iterative vertex-centric graph algorithms. They combine multiple approximate com-

puting techniques including task-skipping, sampling, memorization and interpolation

for generating the approximate version of the algorithm. In contrast the approximate

computing techniques discussed in the thesis provide tunable knobs to the user to con-

trol the performance-accuracy tradeoff. Further, each of the techniques has been con-

sidered in isolation.

3.2.1 Graph sampling based techniques

Several sampling-based approaches have been proposed for approximate graph com-

putation (Goldberg and Harrelson (2005); Leskovec and Faloutsos (2006); Wang et al.

(2011); Turk and Turkoglu (2019)). Most of these are sequential.

Benczúr and Karger (1996) propose non-uniform sampling of graph edges to obtain

a cut-sparsifier having the same number of vertices as the original graph. The com-

pressed graph is built by including an edge e with probability pe and assigning it a

weight of 1
pe

if it is included.

Gubichev et al. (2010) present a preprocessing-based technique for finding the ap-

proximate single source shortest path from a designated source node for a given graph.

The precomputation step involves sampling a set of nodes and computing for every

node in the graph, a shortest path to and from few landmark nodes in the sampled set

of nodes. The set of paths so obtained are stored in external memory. The precomputed
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information is used to provide a fast approximation of the node distance at query time.

It works by combining the distance of the query nodes, s and d to or from a selected

landmark node l into the approximate distance d̃(s,d). They implement a few other

optimizations – Cycle Elimination, Shortcutting, on top of the basic scheme to further

reduce the query time.

A subset of the techniques presented in Chapter 4 and the techniques discussed in

Chapters 5 involve preprocessing the input graph. However, during preprocessing, we

do not precompute information for online processing, but transform the original graph.

Several approximation techniques developed for approximate BC computation have

graph-sampling at their core. Bader et al. (2007) propose an adaptive sampling based

approximation algorithm for accurate estimation of the BC scores of vertices with a

high probability. Their approach reduces the number of single-source shortest path

computations for vertices with high BC. Haghir Chehreghani (2013) proposes a generic

randomized framework that relies on sampling source vertices for unbiased approxima-

tion of vertex BC to achieve high efficiency and accuracy. The focus of this work is

to approximate betweenness centrality of a subset of vertices faster than computing be-

tweenness centrality of all vertices. Mumtaz and Wang (2017) propose an approximate

algorithm for BC maximization problem. They devise an estimation technique based on

progressive sampling with early stopping conditions to get better accuracy with smaller

sample sizes.

Riondato and Upfal (2018) propose progressive sampling schemes based on

Rademacher averages to compute high-quality approximation of the vertex BC values

for static and dynamic graphs. They extend their arguments to compute an approxima-

tion of top-k vertices with nice probabilistic guarantees. We compare our techniques

for estimation of top-k BC vertices against their work in Chapter 6. Borassi and Natale

(2019) present KADABRA, which is an improvement over the existing sampling based

schemes for computing approximate vertex BC scores and top-k vertices. They devise

an adaptive sampling scheme that takes into account the stochastic dependence between

the runtime of the algorithm and the approximation quality. Their scheme results in re-

duced sample sizes and also reaches the stopping condition early. Further, they use

bidirectional BFS to sample the pairwise shortest paths between vertices. van der Grin-
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ten and Meyerhenke (2019) propose a parallel version of the KADABRA algorithm in

a distributed setup. Specifically, they parallelize the adaptive sampling phase.

The shemes for estimating the top-k BC vertices presented in Chapter 6 determine

the order in which to select the source vertices in Brandes’ algorithm to enable quicker

identification of top-k nodes. Further, our work applies these approximate techniques

in the context of GPUs.

3.2.2 Graph compression based techniques

Various graph compression techniques including spanners, sparsifiers, graph sketching

and graph summarization have been extensively studied for approximate graph process-

ing and storage (Spielman and Teng (2011); Ahn et al. (2012); Guha and McGregor

(2012); Koutis and Xu (2016); Shin et al. (2019)).

Bandyopadhyay et al. (2016) propose a graph sketching technique using minwise

hashing to sample neighborhood edges. They devise a mechanism to construct the

sketch incrementally. Their scheme preserves important topological properties of the

graph, such as clustering coefficient and pagerank.

Spielman and Teng (2004) construct spanners by performing a natural random

rounding of the graph to achieve a good approximation of the original graph.

Besta et al. (2019) present SlimGraph, a framework for lossy graph compression.

The framework enables users to define simple compression kernels based on the local

view of the graph. SlimGraph implements a large set of popular compression schemes

by application of these kernels. The compression proceeds by removing vertices, edges

or triangles from the graph until the compressed graph having a desired quality is ob-

tained. They propose several metrics to evaluate the quality of compression and the

impact of compression on the algorithm’s outcome.

In contrast, our technique for lossy graph compression in Chapter 4 compresses the

graph by successively merging similar nodes. We use Jaccard’s coefficient to determine

the nodes to be merged.
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CHAPTER 4

Parallel Approximate Graph Processing

Graph analytics algorithms have been shown to bear sufficient parallelism. Parallelizing

graph algorithms is challenging due to the irregular memory accesses involved in graph

traversals. The parallelization issues get exacerbated on GPUs.

We attempt to address the scalability issues in parallel graph algorithms — improv-

ing the execution performance of exact parallel graph processing, w.r.t. performance,

by trading off computational accuracy, using approximate computing. Our focus is

propagation-based algorithms (which is a large subset), following the vertex-centric

model of parallelization, wherein the threads operating on the assigned set of nodes

propagate information to the nodes’ neighbors along their incident edges. A typical

implementation of a graph algorithm on GPU has the following structure:

Graph G(V,E) = read_input(); // CPU

transfer_input(); // CPU → GPU

do { // outermost loop

changed = false;

for all Node u : V do {

for Node v : G.neighbors(u) do {

if(condition) {

// Update attributes of v

changed = true;

}

}

}

} while(changed);

transfer_output(); // GPU → CPU

Listing 4.1: General Structure of a Graph Kernel

We target adding controlled approximations to graph algorithms to improve their

efficiency. Thus, instead of computing the exact answer, algorithms perform less

work to calculate only an approximate solution. Towards this goal, we propose four



Domain D Mapping function F Examples
Iterations iteration > K =⇒ void reduced execution (Section 4.2.2)

truncate iterations based on an error threshold more approximate computation
. . . . . .

Graph processing process partial graph truncate computation to K vertices or edges (Section 4.2.3)
process top K graph elements sort based on a criterion such as degree and select top K vertices
conditional processing process only those graph elements that satisfy a condition
. . . . . .

Graph representation lossy graph compression merge vertices based on neighborhood similarity (Section 4.2.4)
maximum degree K truncate graph beyond degree K per vertex
clustering merge nearby vertices
reduced storage store graph in a smaller adjacency matrix / lists
. . . . . .

Attribute values integer division by K consecutive K entries similar
(both vertex and edge) round-off to the nearest power of 2 mapped to powers of 2 (Section 4.2.5)

modulus by K round-robin mapping from 0 to K-1
hashing similarity based on the hash function
. . . . . .

. . . . . . . . .

Table 4.1: Instantiation of the approximation model with various values of D and F

architecture- and algorithm-agnostic techniques for parallel graph processing that ex-

ploit the general structure of a graph kernel (Listing 4.1) and the flow of information

in graph algorithms to arrive at an approximate solution early. These techniques target

various parts of computation and data. While many such heuristics-based techniques

are feasible (Table 4.1), we study two techniques directed towards computation and two

techniques directed towards data. Our investigation reveals that each of these techniques

is quite beneficial in improving the execution time, at the cost of accuracy. Interestingly,

a user can control the exhibited inaccuracy by controlling the injected approximation.

This chapter is organized as follows. In Section 4.1, we devise a theoretical model

of approximation and illustrate its generality by instantiating it with different kinds of

approximations. In Section 4.2, we propose Graprox, a host of techniques for execut-

ing graph algorithms on GPUs in an approximate manner. In particular, our techniques

perform reduced execution, process only part of the graph, store graph in an approxi-

mate manner, and approximate attribute values to gain in efficiency. We next discuss

how approximations can be exploited for an efficient GPU-based parallel processing in

Section 4.3. In Section 4.4, we evaluate our proposed techniques and show that they

work quite well in practice compared to the exact versions. Parameterized solutions

provide tunable knobs to change the degree of approximation. Using five large graphs

and six graph algorithms, we illustrate that approximate versions offer considerable

performance benefits with a small accuracy-loss.
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4.1 Approximation Model

We define a theoretical model to characterize approximations. By instantiating this

model with various parameters, we obtain different approximation techniques.

An approximationA (D,F) is defined over domainD of entities, where functionF :

entity→ entity is used to approximate the entities. For instance, A (AttrVal, Div1024)

where Div1024(attrval) :- (attrval / 1024) approximates attribute values by making con-

secutive 1024 values non-distinguishable. In other words, F maps entities in D to a

subset of entities in D. Thus, F , in general, is a many-to-one function, which provides

the necessary approximation.

The mapping functionF can be arbitrary, ranging from identity function (indicating

no approximation) to constant function (indicating maximum approximation). A judi-

cious selection of F can help improve algorithmic performance (both time and space)

without losing much precision.

4.1.1 Function Application Order

The mapping function F is type-preserving, that is, it maps an entity in the domain

to another entity in the same domain. Therefore, F application can be cascaded:

F .F .F .x, leading to a chain of approximations. However, as long asF is deterministic,

the ordering in which various function applications are performed does not affect the

outcome. For instance, computing minimum among a set of values does not depend

upon the order. Such a property is crucial in a parallel setting where various thread or-

derings lead to the same approximate entity for the original domain entity. On the other

hand, a non-deterministic F may affect the outcome for a different thread-schedule;

e.g., merging nodes based on their neighborhood similarity. We experiment with both

kinds of approximation functions in this study.
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4.1.2 Idempotent Approximation

Non-determinism in thread-scheduling may result in a different number of approximate

function applications. This non-determinism may, in general, lead to different amounts

of approximations added to the processing across different executions of the same pro-

gram. Such behavior may be unacceptable as it means different outputs across different

runs of the same program over the same input. Need for such a determinism necessitates

F to be an idempotent function. Thus, multiple applications of F should be equivalent

to a single application. Although expecting the mapping function to be idempotent may

sound restrictive, in practice, most of the standard approximation techniques are indeed

idempotent. For instance, mapping an edge weight (say 23) to the nearest power of two

(32) is an idempotent approximation, as a remapping (on 32) would maintain the value

(as 32). All the approximation techniques we propose are idempotent. This allows us

to faithfully assess the effect of approximations compared to the exact processing.

4.1.3 Approximation Structure

We define a relationR between a pair of entities induced by the approximation function

F . Thus, x1 R x2 iff F (x1) = F (x2). R is a reflexive (x R x), symmetric (x R

y =⇒ y R x) and transitive (x R y and y R z =⇒ x R z), forming an equivalence

relation. Thus,R partitions the domain D.

At one extreme, when the approximation function is an identity function, each el-

ement in the domain is in a separate partition, say with cardinality N . At the other

extreme, when the approximation function is a constant function, all the elements are in

the same partition with cardinality 1. In general, various approximation functions form

K partitions with 1 ≤ K ≤ N , leading to different precision values.

4.2 Approximating Graph Algorithms

We instantiate the approximation model with various values of D, and accordingly,

multiple values of F . Figure 4.1 presents such approximations. The number of instan-
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tiations can be huge; we pick one interesting approximation technique for four domains

and explore it in depth.

4.2.1 Graph Algorithms

We work with a variety of algorithms: Single Source Shortest Paths (SSSP), Mini-

mum Spanning Tree (MST), Betweenness Centrality (BC) PageRank (PR), Strongly

Connected Components (SCC), and Vertex Coloring (Color). The details of these al-

gorithms are described in Section 2.4. The input to each graph algorithm is a directed

graph. The graph-edges have weights in case of SSSP, MST.

4.2.2 Technique 1: Reduced Execution

In the reduced execution technique, we cut-short the execution to compute an approxi-

mate solution. Graph algorithms are often iterative. We exploit this fact to add approx-

imation to the total amount of work done in terms of the number of iterations. That

is, we execute the main processing loop (outermost if there are nested loops) for fewer

iterations (compared to the corresponding exact version) with the hope of improving

performance. Less overall work forbids the algorithm from reaching the fixed-point or

the correct solution. For instance, consider single-source shortest paths (SSSP) compu-

tation shown in Algorithm 2. The outer while loop at Line 5 is cut-short. Reduced ex-

ecution approximation is useful for algorithms where a large amount of work gets done

in the initial iterations. One way to implement this approximation is by configuring a

percentage threshold on the number of loop iterations. This is feasible as long as the

loop executes a fixed number of iterations (such as Prim’s minimum spanning tree algo-

rithm, Brandes’ betweenness centrality computation, and Bellman-Ford shortest paths

processing). In general, a more effective way is to provide an inaccuracy-tolerance, and

the implementation chooses the maximum possible number of iterations respecting the

inaccuracy limit. The inaccuracy-tolerance refers to the amount of inaccuracy permitted

by an application, and varies with application. However, we also note that there may

exist computations wherein inaccuracy cannot be calculated without computing the ex-

act solution. Reduced execution can be applied in such scenarios too, but without any
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guarantees on the approximation.

Our experimental evaluation shows that a small decrease in the outer loop iterations

achieves good benefits in execution time at the cost of small loss in accuracy. For

example, we find that for SSSP, reducing the outer loop iterations to 90% achieves an

average speedup of 1.6×, with an inaccuracy of up to 7%. However, the inaccuracy

increases rapidly as we further reduce the number of iterations. For instance, reducing

the loop iterations to 65% of the exact answer results in a performance gain of around

1.7× at the cost of 21% accuracy loss. We also found that SSSP is a good candidate

for reduced execution as most of the distances get settled within about 50% of the

iterations (Figure 4.3). In contrast, Color exhibits a much higher inaccuracy (29.18%)

for a modest (45%) performance improvement.

4.2.3 Technique 2: Partial Graph Processing

Our next proposal is to process only part of the graph, to improve execution time. Not

all parts of the graph contribute equally to the final fixed-point information. Ideally,

we would like to process only the highest-contributing parts – to reduce execution time

to the minimal, incurring minimal inaccuracy. However, such information is often not

efficiently computable, and, in fact, changes across iterations. Therefore, we would

need to depend upon heuristics to choose the part of the graph to be processed. Thus,

based on criteria, for each pass through the graph, or for each iteration of the outermost

loop, we choose to selectively process only a subset of the vertices/edges.

Partial graph processing resembles performing a random walk on the graph and

is performed as below. For one pass through the graph, for each node we choose to

process, we assign special values to its outgoing edges. The values are drawn uniformly

at random from the set of non-negative integers ∈ [0,m), where m is the number of

edges. In other words, we generate one of the permutations of the edge identifiers.

From among these values, we traverse only the highest few (say top 50% or 60%).

The other edges are omitted, and the nodes on which the omitted edges are incident

may not be processed in that iteration. An iteration is said to be complete when all

the threads have completed their share of work. The work of each thread is to process
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the (selected) edges for the nodes assigned to it, once. We stop when the change in a

parameter (dependent on the algorithm) across two successive iterations is small.

In a nutshell, we select a subset of edges to process, at every node. The number of

edges selected uniformly at random at a node is a function of the node degree. So, the

technique takes into consideration the topology of the graph. The technique could be

refined and improved by considering other local and global characteristics of the graph.

For instance, in SSSP as shown in Algorithm 2, partial graph processing would

change the for loop at Line 7 to go over a subset of vertices. We may fix the same

edge-permutation for every iteration. But it leads to high deviation from the exact out-

put. Therefore, we propose generating a new permutation of edge identifiers in every

iteration. We also experimented with selectively skipping the same outgoing edges for

the vertices we process. Such a scheme considerably reduces precision. Note that our

method does not even traverse the edges not selected. In some graph algorithms (such

as finding the vertex with the maximum-degree) where the processing loop enumer-

ates through vertices or edges, the two approximations, namely, reduced execution and

partial graph processing may overlap.

Partial processing allows us to reduce the total number of graph operations com-

pared to the exact version. This also reduces the amount of synchronization required

in processing the graph. For instance, in SSSP computation, the number of atomics

reduces due to fewer vertices being processed. Since atomics on GPUs are costlier than

regular reads and writes, this leads to better execution time.

Our experiments show that if we process only a fraction of the graph without mod-

ifying the edge/vertex attributes, the inaccuracy grows fairly quickly as we reduce the

fraction of the graph processed. For instance, in SSSP, if we process 75% of the edges,

it achieves around 1.2× speedup, with 21% inaccuracy. However, when we process

only 25% of the edges, it achieves a speedup of around 2.8× but the inaccuracy shoots-

up to 63%. On the other hand, if we assign values edge/vertex attributes carefully, then

the error grows gradually even with the processing of a small fraction of the original

graph. In case of SSSP, when we assign edge weights after preprocessing the graph be-

fore applying this approximation, we observe that processing 75% of the graph causes

the answer to deviate from the exact value by 18% on an average. Also, with 25% of
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the graph processed, the inaccuracy is close to 24% and does not increase drastically.

4.2.4 Technique 3: Approximate Graph Representation

Reduced iteration and partial graph processing discussed in the last subsections work

with the original (exact) graph. In the approximate graph representation technique, the

graph itself is stored in an imprecise manner. Thus, instead of working on the exact

graph representation, the (exact) algorithm runs on graph’s approximation. There are

multiple ways to implement this. One way is to assign the same vertex-id to multiple

vertices. Alternatively, we can store the graph in a probabilistic data structure (such

as bloom filters). In this work, we explore vertex-merging, which involves logically

merging the adjacency lists (both incoming and outgoing) of the vertices being merged.

Merging leads to a smaller graph containing fewer vertices (and edges), which reduces

the execution time. If there is a triangle a-b-c and a-b get merged, then we assign the

weight to the edge ab–c as the mean of the weights of the edges a-c and b-c.

The merging can, in general, be performed on an arbitrary pair of vertices. But

it reduces inaccuracy if performed carefully. We enable vertex-merging for a pair of

vertices if their neighborhoods are similar. Two vertices have similar neighborhoods if

their Jaccard’s coefficient is above a threshold. Jaccard’s coefficient Jij , for vertices vi

and vj with sets of neighbors N(vi) and N(vj) respectively, is:

Jij =
|N(vi) ∩N(vj)|
|N(vi) ∪N(vj)|

(4.1)

As vertices get merged, they form a meta-vertex, which, in turn, may get merged

with another vertex or meta-vertex, and so on. vi or vj in Equation 4.1 may represent

an original vertex or a meta-vertex. The merging order is important to the quality of the

approximate representation (see Section 4.1.1). We merge the vertices using a greedy

heuristic, prioritizing merging vertices with higher degrees. We observed that the nodes

with high degrees tend to have a larger overlap of neighbors. As a result, merging

such nodes helps in reducing the size of the graph (in terms of number of edges) faster

since we ensure that compressed graph does not have parallel edges throughout the
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compression process. Further, we could merge such nodes when the threshold is set to

a high value (say 0.8) which leads to smaller inaccuracies.

Node-merging necessitates logical merging of the incoming and the outgoing edges

of the vertices being merged. That is, neighbors of the vertices become neighbors of

the merged vertex (removing self-loops if there was an edge between the vertices being

merged).

The minimized graph thus obtained is fed as an input to the exact version of the

algorithm. In our experiments, we find that decreasing the merging threshold of the

Jaccard coefficient increases the inaccuracy. Decreasing the threshold also increases the

speedups we obtain, in most cases. This is because decreasing the threshold decreases

the number of vertices in the minimized graph, though the number of outgoing edges

for a vertex may increase. The choice of Jaccard’s threshold is governed by the desired

compression factor, which in turn has a bearing on the inaccuracy injected. We need to

choose the Jaccard’s threshold judiciously so as to achieve good performance benefits

while keeping within the acceptable limits of inaccuracy compared to the exact version.

The appropriate threshold needs to be determined empirically.

4.2.5 Technique 4: Approximate Attribute Values

Our fourth proposal is to reduce the computation cost of large graphs by approximating

attribute values of graph elements. Numeric attribute values (such as vertex distances or

edge weights) can be rounded-off to discrete values, say powers of 2. This rounding-off

of the attribute values enables reaching the termination criteria faster, in fewer rounds.

Non-numeric values can be changed to be chosen from a smaller domain (e.g., vertex

colors). We discuss below applying such a discretization for SSSP.

In SSSP, discretization is a two-step process. In the first step, we perform a traversal

through the edges to find the maximum and the minimum weight edges. Let the max-

imum and the minimum edge-weights be wmax and wmin respectively. In the second

step, we perform another traversal on the edges to modify their edge-weights. wmin is

rounded-up to its nearest power of 2 and wmax is rounded-down to the nearest power

of 2. We call these new limits as w′min and w′max respectively. All the edge weights

41



are rounded to their nearest power of 2 in the range [w′min, w
′
max]. With the above

modification, we are guaranteed that any edge in the graph can take only one of the

k
∆
= {log2(w

′
max)− log2(w

′
min)} values. Assuming each edge takes any of these values

with equal likelihood, an edge has an expected weight calculated as below.

Let X be a random variable which is defined as the weight assigned to an edge

e ∈ E. X can take values from the set S = {w′min, . . . , w′max}. An edge can be

assigned any of these values with probability 1
k
. So,

E[X] =
∑
x∈S

x.Pr(X = x)

=
∑
x∈S

x.
1

k

=
2× wmax − wmin

k

So in expectation, the maximum distance between any two vertices can be

(graph diameter)× 2×wmax−wmin

k
.

We can make an informed choice about initial attribute values which would aid in re-

ducing the portion of the graph we process. For instance, in case of SSSP computation,

we can initialize the distance from the source to every vertex to some value other than

the customary∞. Such a value is computed as a preprocessing step as follows. We run

a single pass of the Breadth-First-Search (BFS) on the graph starting at the source ver-

tex s. This gives us the hop distance of every vertex from the source vertex. During the

traversal, we also find the largest edge-weight value. Now, we set the initial distance of

every vertex as: v ∈ V , dist(s, v) = (# of hops from s to v) × (max edge weight).

Approximation of edge-weights, with a careful extra preprocessing, can enable us to

transform the SSSP computation into an easily parallelizable BFS. As a preprocessing

step, we run BFS on the given graph, from the source vertex s to get the level infor-

mation of all the vertices with respect to s, in the form of the BFS tree rooted at s. In

this BFS tree, we compute a weighted mean of the weights of the edges from level i to

i+ 1, where i ∈ {0, 1, 2, . . . }. The weights are drawn from a uniform distribution with

values in the range (0, 1). We assign this weighted mean to all the edges from level

i to i + 1 and do the same for all the levels. After assigning the new edge-weights to
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all the edges in the BFS tree, a traversal of the tree gives the approximate shortest path

distance of every vertex from the source node. For computing the weighted mean, the

weight assigned to an edge-value is inversely proportional to it, i.e., higher edge-value

is multiplied by a lower weight. This is done so that the weighted mean is not skewed

towards the higher edge-values and is only slightly away from the exact shortest path

length. This approximate technique makes it feasible to achieve good speedups of the

iterative SSSP computation with plausible error bounds.

Similarly, for the PageRank algorithm, we initialize the pageranks of all the vertices

to 1
n

and not to some arbitrary discrete value. This serves two purposes. First, 1
n

implies

that the surfer lands on each page with equal probability. Secondly, since the PageRank

computation essentially gives an estimate of the likelihood that the surfer lands on each

page, the value does not vary drastically from the initial value. Hence, even here, we

can afford to process the graph only partially and still have a reasonable solution. It has

the effect that in large graphs every unprocessed vertex can be reached with a fairly low

probability.

In case of MST, we round-up or -down the edge-weight to the closest power of 2. We

stop when the weight of the MST overshoots a threshold set to (n−1)×(mean weight)

rounded to the nearest power of 2, where n is the number of nodes in the graph. We

find that this scheme leads to better execution time compared to the exact version.

In BC, the betweenness centrality value of each vertex is in the range [0..1]. We sub-

divide this range into 10 equal-sized buckets, and the centrality value of each vertex is

rounded to the nearest tenth.

4.3 Benefits to GPU-based Processing

Though the proposed approximation techniques can be applied independent of the ar-

chitecture, employing them on a parallel GPU code is particularly useful since they

address important performance bottlenecks. Such bottlenecks are artifacts of issues

such as synchronization, workload-imbalance, CPU-GPU data transfer, etc. We discuss

how our approximation techniques help in diminishing their effect.
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4.3.1 Technique 1: Reduced Execution

Typically, a graph algorithm gets modeled in a bulk-synchronous fashion where the

host code repeatedly calls the processing kernels. Such processing involves an implicit

barrier at the end of each kernel invocation (e.g., Line 16 in Algorithm 2). The approx-

imation technique of reducing the number of iterations of the algorithm reduces the

number of barriers invoked. For algorithms that require a large number of iterations,

the cumulative effect of reducing the number of barriers helps improve performance.

We also observe that in typical algorithms, the amount of work done in later iter-

ations is relatively much lesser (see, for example, Figures 4.3, 4.6). Especially in the

context of massive-multithreading, such a behavior reduces the parallel work-efficiency.

Reduced execution mitigates such an effect, and improves average work efficiency.

4.3.2 Technique 2: Processing Part of the Graph

In case of partial processing, the algorithm operates on only a subset of the graph. Pro-

cessing fewer edges translates to lesser synchronization in each iteration. For instance,

in SSSP computation of Algorithm 2, which uses an atomic operation at Line 11, re-

ducing the number of processed edges implies that the number of incoming edges to a

node reduces, thereby reducing the number of atomic operations.

Partial processing also helps partially address the problem of unbalanced work dis-

tribution among threads in a vertex-centric GPU implementation. Load imbalance hap-

pens due to a few vertices having large outdegrees (as in social networks). Due to the

approximation of partial processing, however, the number of edges processed by each

thread is lesser, mitigating the effect of load imbalance.

4.3.3 Technique 3: Approximate Representation

One of the primary bottlenecks in CPU–GPU systems is the inter-device data transfer

over a relatively slow PCIe interconnect, especially for large graphs. Thus, it is desirable

that the number of CPU–GPU transfers be reduced and the amount of data being sent be
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also small. With approximate graph representation, the device-to-device data transfer

reduces, leading to performance benefits.

4.3.4 Technique 4: Approximate Attributes

Approximating attribute values helps in achieving the fixed-point in fewer iterations,

leading to reduced synchronization in terms of implicit barriers. In case of algorithms

such as SSSP, we approximate the vertex attributes to get rid of the atomic operations.

We initialize vertex distances using a BFS-based approximation, which enables us to

transform the SSSP computation to an easily parallelizable level-by-level BFS process-

ing. Since level-synchronous BFS can be implemented without explicit atomic instruc-

tions (Nasre et al. (2013b)), avoiding the synchronization improves performance.

In case of MST computation, which often requires several iterations to converge,

we devise a policy for it to converge faster. MST’s parallelism profile suggests that it

has a good amount of parallelism initially, which reduces as the algorithm progresses.

Online approximation of attributes, across iterations, helps us terminate the algorithm

early. By rounding the edge attributes to powers of two and setting a suitable threshold

(Section 4.2.5), the algorithm makes rapid strides and converges faster.

4.4 Experimental Evaluation

In this section we evaluate the performance of the various approximation techniques,

and compare it with the exact versions of the respective algorithms.

Machine Configuration. All our experiments are carried out on an Intel Xeon 32-

core E5-2650 v2 CPU @ 2.6GHz having 96 GB RAM running CentOS 6.5. We use

Nvidia Kepler (Tesla K40C) GPU having 2880 cores spread across 15 SMXs with 12

GB memory. We use CUDA 8.0 to compile and execute our methods on the GPU.

Input Graphs. We select graphs with varying characteristics to test the efficacy of our

proposed techniques. The graphs include R-MAT graphs, Erdős-Rényi graphs, gen-

erated by GTgraph (Madduri and Bader (2006)); small-diameter social networks; and
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Graph |V | |E| Graph type
×106 ×106

rmat26 67.1 1073.7 R-MAT graph using GTgraph (Madduri and Bader (2006))
random26 67.1 1073.7 Random graph using GTgraph

LiveJournal 4.8 68.9 Social network, small diameter
USA-road 23.9 57.7 Road network, large diameter

twitter 41.6 1468.3 Twitter graph 2010 snapshot

Table 4.2: Input graphs

Graph Exact Time (sec)
SSSP MST SCC Color PR BC

rmat26 37 8996 21 14 12 15223
random26 29 10087 23 18 16 13127

LiveJournal 2 3424 7 5 1 1711
USA-road 152 82 12 10 1 2043

twitter 231 10943 37 29 18 21462

Table 4.3: Execution time for exact versions of graph algorithms

large-diameter real-world road networks, from SNAP (Leskovec and Sosič (2014)) and

KONECT (Kunegis (2017)). Table 4.2 lists the input graphs for Graprox.

Graph Algorithms. We study six graph algorithms: single-source shortest paths com-

putation (SSSP), minimum spanning tree computation (MST), finding strongly con-

nected components (SCC), vertex coloring (Color), page rank (PR) and node between-

ness centrality computation (BC). We compare our approximate SSSP and approximate

MST with the respective exact versions from LonestarGPU (Burtscher et al. (2012)),

approximate SCC with the exact SCC by Devshatwar et al. (Devshatwar et al. (2016)),

Color with our parallel implementation of exact largest-degree-first (LDF) coloring al-

gorithm, and approximate PR with our parallel implementation of PR, and BC with

our parallel implementation of Brandes’ algorithm. We run the PR algorithm for 10

outerloop iterations, while for BC we run the algorithm for 10000 outerloop iterations

(i.e., from 10000 sources). The chosen baseline implementations follow a vertex centric

model of parallelization and use the compressed sparse row representation (CSR) of the

graph in memory, which are commonly encountered.

Table 4.3 reports the execution times of the exact parallel versions of these graph al-

gorithms. While other techniques do not require any preprocessing, approximate graph

representation needs to compute neighborhood similarities to calculate Jaccard’s coef-

ficient. Since this is a one-time cost, we do not account for this preprocessing in the

execution time.

An important aspect of measuring the effectiveness of approximations is to compare
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the accuracy of the computed values. This can be achieved by computing an absolute

difference between the attribute values of the vertices for the exact and the approximate

versions, and taking an average across vertices for a run. For multiple runs (say, across

graphs), we compute the geomean difference over the averages for each run. For SSSP,

the attribute is the distance value; for PR, it is the page rank value; and for BC, it is the

betweenness centrality value. For SCC, we calculate the difference in the number of

SCCs computed by the exact and the approximate methods. For MST, we calculate the

difference in the weight of the minimum spanning tree computed by the two methods.

Such a mechanism does not work for discrete values such as colors in vertex coloring.

A straightforward solution is to use number of colors as a measure to compare. How-

ever, due to the non-determinism in thread-scheduling, multiple runs of our coloring

algorithm may result in different colorings; leading to a difference in the number of

colors used for the same graph. In our implementation of LDF algorithm, this happens

when one or more neighbors of a vertex have the same degree. Therefore, the baseline

accuracy of such an exact version cannot be faithfully captured in the parallel setting.

To address this, we measure the accuracy as the percentage of pairs of adjacent nodes

having different colors. Such a quantity indicates the degree of closeness with the exact

coloring (which would have this value as 100%), and importantly, it will be independent

of the thread-scheduling.

4.4.1 Overall Results

Table 4.4 summarizes the effects of the four approximation techniques for the six graph

algorithms. We list the geomean speedup and the inaccuracy values across all the graphs

in our setup. The approximation of the attribute values is inapplicable for PR, SCC

and Color; hence the entries are marked as –. Overall, we observe that the approx-

imations have the capability to achieve high speedups by trading off more and more

accuracy. However, some algorithms seem to be more amenable to effective approxi-

mation than others. For instance, approximate SSSP and PR achieve relatively higher

speedups for lower inaccuracy compared to MST, SCC, Color and BC. This indicates

that continuous-value-based algorithms (such as SSSP and PR) provide better approx-

imation opportunities than discrete-value-based (such as Color). Second, algorithms
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Algo. Technique Mean Mean
Speedup Inaccuracy

Outer-loop iterations 1.49 6.34%
SSSP Partial processing of graph 1.47 17.82%

Approx. graph representation 1.27 14.37%
Approx. attributes 1.92 17.64%

Outer-loop iterations 1.22 14.08%
MST Partial processing of graph 1.74 17.23%

Approx. graph representation 1.56 15.5%
Approx. attributes 1.48 19.07%

Outer-loop iterations 1.26 16.48%
SCC Partial processing of graph 1.32 19.50%

Approx. graph representation 1.45 21.5%
Approx. attributes – –

Outer-loop iterations 1.45 29.18%
Color Partial processing of graph 1.28 16.43%

Approx. graph representation 1.36 18.39%
Approx. attributes – –

Outer-loop iterations 2.03 2.45%
PR Partial processing of graph 1.82 12.76%

Approx. graph representation 1.54 13.63%
Approx. attributes – –

Outer-loop iterations 1.74 18.07%
BC Partial processing of graph 1.42 16.73%

Approx. graph representation 1.33 14.35%
Approx. attributes 1.41 23.16%

Table 4.4: Overall results

that depend heavily on the graph structure (such as SCC and Color) have a relatively

higher inaccuracy. This is an artifact of values getting refined in each iteration, but

structures are often binary (either an SCC or not, either a neighbor or not), which af-

fects approximation opportunities. High inaccuracy for outerloop iterations in Color is

because reduced execution for Color translates to using fewer colors.

We now look at the overall effect of individual approximations; detailed discussion

follows in the subsequent sections. First, the effect of reduced execution follows value-

based approximations – more effective for SSSP and PR (with lower inaccuracy and

higher speedup) and less so for MST, SCC and Color. BC gets benefitted in execution

time (1.74×), but at the cost of high inaccuracy (18.07%), due to BFS from fewer source

vertices. However, PR appears to be exceptionally benefitted by this approximation, as

the page rank values converge rapidly to their final values in a few iterations. Thus, for

algorithms where fixed-points are approached quickly and then refined slowly, reduc-

ing execution turns out to be very useful. Therefore, it is a useful approximation for

gradient-descent kind of algorithms.

Second, partial graph processing is uniformly useful across algorithms, with high

speedups, but the usefulness is offset by a higher inaccuracy. This is an indication of

algorithms working on graph properties that are global, and get affected by most of the
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graph elements. For instance, removing some edges of the graph would affect shortest

path or page rank value propagations. Partial graph processing is more beneficial for

algorithms that compute local properties, such as computing the maximum clique or

minimum spanning tree. In such problems, removal of a few edges or nodes would have

a reduced probability of affecting the max-clique or MST, leading to the approximation

being more effective. We observe such behavior for MST wherein the performance of

the approximate version with partial graph processing is particularly higher (speedup

of 1.74×) compared to other techniques (speedup ≤ 1.5×). For BC, partial processing

achieves moderate benefits.

Third, approximate graph representation (using Jaccard’s similarity) is consistently

beneficial for performance, with relatively better accuracy (compared to other tech-

niques). This is understandable for structure-based algorithms such as SCC. Even for

Color, since two vertices with almost common neighborhood can be given the same

color, merging them is likely to maintain accuracy. A similar propagation effect hap-

pens in case of PR – common neighbors propagate common values across vertices –

hence merging the nodes does not adversely affect accuracy. However, such a merging

approximation is unlikely to be useful for SSSP where edge-weights play a major role

despite the common neighborhood. Therefore, we observe reduced benefits due to this

approximation for SSSP (speedup of 1.27×), compared to other techniques (speedup >

1.3×). For BC, setting the Jaccard’s similarity threshold for merger moderately affects

the speedup. A lower threshold aggressively merges the vertices but, in turn, increases

the number of neighbors of the meta-vertex. On the other hand, setting a high Jaccard’s

similarity threshold merges fewer vertices.

Finally, approximating values is applicable for weighted algorithms such as SSSP

and MST. We have also applied it to unweighted BC, approximating the vertex at-

tribute, that is, the BC value. While this approximation achieves good performance for

both the weighted algorithms, the inaccuracy is higher for MST (19.07%) compared

to SSSP (17.64%). This happens because of the algorithm’s behavior – MST is im-

plemented using Boruvka’s algorithm which merges components based on the lightest

inter-component edge. Thus, the number of choices for inter-component edge increases

after the power-of-2 approximation – which can lead to a different edge getting selected.
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An accumulation of errors across multiple iterations leads to increased inaccuracy for

MST. A similar effect happens in SSSP too, but since the effect is restricted to choosing

the minimum distance across neighbors (rather than across a collection of vertices), the

effect is small, leading to better accuracy. For BC, we observe that the decent speedup

of 1.41× is accompanied by a high inaccuracy of 23.16%. This is primarily due to the

per-iteration approximation of BC values. To be specific, we discretize the BC values

after each iteration to the nearest tenth. The algorithm halts when the difference in the

BC values across iterations is less than a threshold.

We discuss the effect of each technique in more detail.

4.4.2 Effect of Reduced Execution

Figure 4.1 presents the effect of the reduced execution technique (Section 4.2.2) on the

six algorithms. To avoid clutter, we show results for three largest graphs. We observe

that by trading off some accuracy, one may enjoy considerable performance benefits.

From the shape of the plots, we see that algorithms which compute global properties

such as MST and SCC, the inaccuracy almost linearly follows the added approxima-

tion. However, SSSP and BC depend upon a source vertex and perform the computation

based on it. Such algorithms are more sensitive to reduced execution – they can achieve

high speed-up with high inaccuracy. USA-road is a notable exception – the perfor-

mance benefits due to reduced execution approximation is relatively low. This is an

artifact of structural properties of the road networks. In particular, road networks have

large diameters and uniform degree distribution. This is in contrast to other networks

that follow small-world property and have power-law degree distribution. PR benefits

substantially by the approximation on outer loop iterations with little drop in accuracy.

This happens due to fast convergence of PR. On the other hand, Color has the high-

est overall inaccuracy with low-performance improvement. This happens in power-law

graphs as there is a long tail of small degree nodes, only some of which get processed.

Note that other algorithms do not process these scale-free graphs in degree order.
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Figure 4.1: Algorithm-wise effect of varying the percentage of outer loop iterations
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Figure 4.2: Graph-wise effect of varying the percentage of outer loop iterations
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Figure 4.3: Work done per iteration in SSSP for rmat26, USA-road, LiveJournal, ran-
dom26 and twitter

Takeaway 1 Reduced execution approximation is beneficial for algorithms that con-

verge quickly to the final solution.

Takeaway 2 Reduced execution approximation provides reduced benefits for algo-

rithms whose precision gets affected by the long tail of vertices processed in scale-free

graphs.

Figure 4.2 shows the effect of varying the percentage of outer loop iterations for

various graphs (20%, 50% and 90% iterations). We observe a good similarity in the

plots across the graphs: not only the trend, but also the values are similar – which

hints at the robustness of this technique (as we will see, not all techniques exhibit this

robustness).

Figure 4.3 shows the work done (number of vertex distances settled) per iteration

in exact SSSP for various graphs. We can choose to reduce the execution based on

how much work is sufficient for the algorithm. The amount of work done is directly

proportional to the accuracy and inversely proportional to its execution time.
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Graph Preprocessing
Time (sec)

rmat26 26
random26 18

LiveJournal 1
USA-road 43

twitter 87

Table 4.5: Preprocessing overhead for partial graph processing

4.4.3 Effect of Partial Graph Processing

Figure 4.4 presents the effect of processing part of the graph (Section 4.2.3). A striking

difference with the reduced execution (Figure 4.1) is that the accuracy of the results

is largely uniform across graphs as well as across algorithms. It is interesting to ob-

serve that the speedup effect differs considerably across algorithms (MST being more

amenable to this approximation over SSSP), but the inaccuracy values do not. For BC,

we observe that the effect of partial graph processing on the scale-free graphs is rela-

tively small in terms of the impact on inaccuracy than that on the road network. This

is due to the difference in diameters. For low-diameter graphs, vertices can be reached

from one another by traversing only a few edges. Therefore, processing only a frac-

tion of the edges still has a high probability of traversing from one vertex to another,

reducing the overall BC error. This is an indication that the inaccuracy of partial graph

processing depends primarily on the amount of graph processed (more detailed results

follow). This is expected, but not always true with other approximations.

Figure 4.5 shows the effect of varying the percentage of the graph processed for

each graph in our testbed. We observe a considerable similarity in the shapes of the

plots indicating a near-uniform effect of this approximation across graphs. There is

some variation in the behavior for the road network USA-road in MST computation,

but otherwise, the speedups and the inaccuracy values follow the trend.

The preprocessing overhead for partial graph processing is presented in Table 4.5.

This includes the time for selecting the edges that we process in every iteration of the

graph algorithm.

Takeaway 3 Partial graph processing affects computation in a uniform manner across

various graphs in our testbed.
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Figure 4.4: Algorithm-wise effect of varying the percentage of graph processed
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Figure 4.5: Graph-wise effect of varying the percentage of graph processed
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Figure 4.6: Work done across iterations in SSSP for rmat26, USA-road, LiveJournal,
random26 and twitter due to partial graph processing
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Figure 4.7: Work done across iterations in Color for rmat26, USA-road, LiveJournal,
random26 and twitter due to partial graph processing
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Figure 4.6 shows the effect of processing part of the graph in SSSP for rmat26,

USA-road and LiveJournal. It plots the amount of work done in each iteration for

the number of edges processed as 100% (exact), 50% and 25%. The three plots show

different shapes of these curves: for low-diameter graphs such as rmat26 and Live-

Journal, the amount of work done is initially high and reduces gradually; whereas for

road networks, the work done is high in the middle (due to uniform degree distribution).

In all the cases, we observe that the approximate versions clearly perform much lesser

work, leading to better performance.

Figure 4.7 shows the variation in work done per iteration for partial graph process-

ing in case of Color. In this algorithm, we consider work done to be the number of

nodes colored. An interesting observation is that, unlike in SSSP, the shapes of the

plots remain the same and are not guided by the diameter. This occurs because color-

ing follows the largest-degree-first processing, and thus performs more work initially.

Based on this observation, one may wish to reduce the fraction of the edges processed

with increasing number of iterations.

4.4.4 Approximate Graph Representation

Approximate graph representation offers relatively higher benefits compared to the

other approximation techniques.

Figure 4.8 shows the algorithm-wise effect of approximate graph representation us-

ing Jaccard’s coefficient. We observe a uniformity in behavior both in terms of trend

and magnitude. An interesting aspect is that the speedups and the inaccuracy values get

clustered for this approximation for each graph. This occurs because similarity measure

makes sure that the nodes being merged are indeed similar.

Figure 4.9 shows the graph-wise effect of the approximation. We observe a similar

trend across various algorithms, and there is also a high uniformity in the magnitudes.

We observe that the speedup for MST is consistently higher than SSSP and BC. This is

because in parallel Boruvka’s algorithm for MST, initially, there is a lot of parallelism

as several nodes can perform independent edge contractions. However, after each edge

contraction, the graph becomes denser with fewer nodes, lowering the available paral-
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Figure 4.8: Algorithm-wise effect of varying the Jaccard’s coefficient

Graph Preprocessing Time (sec)
J-coeff = 0.6 J-coeff = 0.8

rmat26 81 77
random26 103 94

LiveJournal 27 18
USA-road 273 203

twitter 340 321

Table 4.6: Preprocessing overhead for approximate graph representation

lelism. In contrast, in SSSP and BC the available parallelism does not change across

iterations. With a compressed graph, having fewer edges and nodes, the effect of re-

duced parallelism is less pronounced. Hence, the speedup for MST is higher compared

that of SSSP and BC.

The preprocessing overhead for the lossy compression of the graph is presented in

Table 4.6 for different thresholds for Jaccard’s coefficient.

Takeaway 4 Partial graph processing with Jaccard’s similarity affect speedup and

inaccuracy uniformly in our testbed.

Figure 4.10 plots the work done per iteration for different thresholds of Jaccard’s

index for SCC, SSSP, PageRank, BC and MST computations. For all the algorithms,

the overall work done per iteration reduces as we lower the Jaccard’s index threshold
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Figure 4.9: Graph-wise effect of varying the Jaccard’s coefficient
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Figure 4.10: Work done per iteration for LiveJournal in SCC, SSSP, PageRank, BC
and MST for varying Jaccard’s coefficient
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Graph Preprocessing
Time (sec)

rmat26 28
random26 19

LiveJournal 2
USA-road 43

twitter 89

Table 4.7: Preprocessing overhead for approximate attribute values

for merging of vertices. This is due to power-law degree distribution for LiveJournal.

When the threshold for merging is high (J-index = 0.8), the merger causes the higher

degree vertices to merge while the smaller degree nodes are largely left unmerged. So

the number of nodes reduces but the degree of the merged nodes increases. As we

reduce the threshold for merging (J-Index = 0.6), the merger causes even the smaller

degree nodes to merge.

4.4.5 Approximate Attribute Values

Table 4.8 presents the effect of approximating the attribute values in SSSP, MST and

BC (see Section 4.2.5). We observe relatively higher benefits with moderate inaccura-

cies for SSSP and MST, but consistently high inaccuracies for BC. On an average, we

observe a 17% inaccuracy with a harmonic mean speedup of 1.9× in SSSP. For MST,

an average inaccuracy of 19% fetched a speedup of around 1.4×. For BC, we observe a

speedup of 1.4× and a high inaccuracy (∼23%). While the speedup is encouraging, the

high inaccuracy is due to discretization of the BC values obtained after every iteration.

The preprocessing overheads for the approximate attribute value technique is pre-

sented in Table 4.7. This includes the time for traversing the graph and modifying the

edge attributes.

Takeaway 5 Approximating attribute values achieves better speedup at the cost of

accuracy in our testbed.

Figure 4.11 plots the work done per iteration in MST for rmat26, USA-road, Live-

Journal, random26 and twitter. Work done per iteration is measured as the number

of edges contracted. We observe that the work done per iteration with approximate

attribute values closely follows the exact version for USA-road. Note that it does not
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SS
SP

Graphs Speedup Inaccuracy
rmat26 2.65 14%
random 1.42 19%
LiveJournal 2.18 21%
USA-road 2.06 17%
twitter 1.58 18%

M
ST

rmat26 1.58 16%
random 1.43 22%
LiveJournal 1.64 19%
USA-road 1.29 21%
twitter 1.53 18%

B
C

rmat26 1.40 21%
random 1.53 23%
LiveJournal 1.34 22%
USA-road 1.41 27%
twitter 1.42 25%

Table 4.8: Effect of approximating attribute values.
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Figure 4.11: Work done per iteration in MST due to approximating attribute values
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mean that the two versions contract the same edges; it simply indicates that they con-

tract almost the same number of edges, but the approximate version converges faster.

This reduces the overall work done and, correspondingly, the execution time. In case

of rmat26, rmat26, LiveJournal, random26 and twitter, the work done per iteration

reduces considerably due to approximating attribute values.

4.4.6 Effect on Graph Type

Our testbed consists of scale-free low-diameter graphs (rmat26, LiveJournal and Twit-

ter), Erdös-Renyí style random graph (random), and large diameter road network

(USA-road). Work-done per iteration for scale-free graphs is initially high and quickly

reduces, and remains low for several iterations (long tail). In contrast, for large diam-

eter graphs, it increases in the initial iterations, remains high for some iterations, and

then gradually reduces. For random graphs, it remains almost uniform throughout. This

behavior dictates how an approximation affects processing on these graphs. Reduced

execution is more useful for large diameter graphs. Partial graph processing changes

only the magnitude of work done per iteration. Hence, it affects graphs uniformly.

A similar behavior is observed with approximate graph representation. However, we

see that the performance and the inaccuracy values are more sensitive to partial graph

processing compared to the approximate graph representation. Finally, the effect of

approximating attribute values is not conclusively dependent upon the graph type, as

graph type is a structural property whereas attribute value is a numeric property of the

graph elements.

4.4.7 Graprox techniques are platform-independent

We believe that the Graprox techniques are platform-independent. The techniques fo-

cus on the the flow of information in iterative parallel graph algorithms and target vari-

ous parts of computation and the input graph to arrive at an approximate solution early.

These do not depend on or exploit any GPU-specific details such the GPU architecture.

Hence, while we have evaluated the techniques only on GPU, we believe that Graprox

would work on multicore CPUs too.
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4.5 Practicality of Graprox techniques

The Graprox techniques show that applying approximations is consistently helpful in

achieving better performance in graph processing. However, the proposed techniques

are difficult to employ in practice in their current form. We discuss a few issues in using

the techniques in practice and ways to make them more practical.

While each of the techniques provides tunable knobs to control the performance-

accuracy tradeoff, arriving at the right values of these tunable parameters for the desired

accuracy or speedup, for a new algorithm-graph pair, requires extensive experimenta-

tion. This is because the performance and accuracy of approximate techniques are

contingent on the nature of the graph algorithm and the input graph. Currently, there

are no mechanisms in place to estimate the performance-accuracy tradeoff during the

online processing in order to aid in stopping when the specified accuracy threshold is

reached. Augmenting the techniques with such a model would aid in using the tech-

niques in scenarios where an approximation budget is specified. The model should take

into consideration the flow of information in the graph algorithm, the characteristics of

the input graph and the termination condition for the algorithm based on the specified

accuracy metric.

Further, none of the techniques provides a worst-case theoretical bound on the

amount of inaccuracy injected. As a result, in principle, for a new algorithm-graph

pair, it is difficult to estimate the inaccuracy before hand. For making the Graprox

techniques more practical, proving theoretical bounds on the inaccuracy would be help-

ful.

4.6 Summary

We studied the effect of various approximate computing techniques on parallel graph

algorithms. It is believed that for irregular computations such as graph algorithms, the

effectiveness of a technique depends primarily upon the input. For instance, there ex-

ist algorithms that target specially power-law graphs and which do not work well with

large diameter graphs. On the contrary, our study reveals that while, in general, al-
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Algo. Technique Mean
Time (sec)

Outer-loop iterations 60.54
SSSP Partial processing of graph 61.36

Approx. graph representation 71.02
Approx. attributes 46.98

Outer-loop iterations 5497.05
MST Partial processing of graph 3854.25

Approx. graph representation 4298.97
Approx. attributes 4531.35

Outer-loop iterations 15.87
SCC Partial processing of graph 15.15

Approx. graph representation 13.79
Approx. attributes –

Outer-loop iterations 10.48
Color Partial processing of graph 11.87

Approx. graph representation 11.18
Approx. attributes –

Outer-loop iterations 4.73
PR Partial processing of graph 5.27

Approx. graph representation 6.23
Approx. attributes –

Outer-loop iterations 6157.01
BC Partial processing of graph 7544.51

Approx. graph representation 8055.04
Approx. attributes 7598.01

Table 4.9: Average execution time of the approximate versions of graph algorithms

gorithmic processing and input graphs affect the magnitude of benefit, approximations

consistently offer considerable improvement. In other words, approximate computa-

tion of graph algorithms is a robust way of dealing with irregularities. Table 4.9 lists

the mean execution times for the different approximate techniques, across graphs, for

each of the graph algorithms. Our techniques are general and applicable to other graph

algorithms as well.

63





CHAPTER 5

GPU-specific Optimizations for Graph Processing in the

presence of Approximations

According to the TAO model (Pingali et al. (2011)), the primary technical challenges in

parallel graph processing arise due to inherent irregularity in the data-access, control-

flow, and communication patterns. This forces compilers to make pessimistic assump-

tions about them as the graphs are available only at runtime, leading to reduced paral-

lelization benefits. GPU is designed to work well on structured data. Thus, the issues

with parallel graph processing get exacerbated on GPU. There are broadly three funda-

mental aspects that affect performance on GPU, namely, memory coalescing, memory

latency, and thread-divergence. Parallel graph processing poses challenges for coa-

lesced memory accesses due to unpredictable connectivity between graph vertices. Fur-

ther, graph algorithms, are often memory-bound, and thus more sensitive to memory la-

tency. Thread-divergence is also rampant in graph algorithms due to the load-imbalance

among warp threads resulting from arbitrary degree-distribution in the graph. Hence,

parallel graph processing imposes heavy performance penalties on GPU.

The prior works have successfully parallelized several popular graph algorithms

on GPU. In order to make the graph processing "more" amenable to GPU, we propose

Graffix, a framework of three novel graph transformation techniques, each targeting one

GPU-specific aspect. The proposed graph transformations inject controlled approxima-

tions by altering the graph structure to enable faster processing in exchange for small

inaccuracies in the final results. We devise a new graph reordering strategy to enable

coalesced accesses, a new method exploiting clustering coefficient to improve usage of

shared memory, and an edge-insertion based method to reduce thread-divergence while

improving convergence. Our techniques offer knobs that can be tuned to control the

amount of approximation injected. Further, our techniques do not compete with the

existing GPU-specific optimizations, but complement those. They can be combined for

improved benefits.



This chapter is organized as follows. Sections 5.1.1,5.2 and 5.3 describe in detail

our proposed techniques for improving memory coalescing, reducing memory latency

and reducing thread divergence, respectively. Section 5.4 quantitatively evaluates the

performance of Graffix techniques and compares those with the state-of-the-art exact

versions of the respective algorithms.

5.1 Improving Memory Coalescing

A GPU-parallel algorithm exemplar: betweenness centrality computation. Con-

sider the parallel Brandes’ algorithm (Prountzos and Pingali (2013)) for computing the

vertex betweenness centrality in an unweighted graph, as shown in Algorithm 7. It as

an exemplar of a general class of parallel algorithms on GPU.

We pursue the inner parallel strategy of parallelizing Brandes’ algorithm, i.e., each

of the computation steps (lines 3, 7 in Algorithm 7) is executed in parallel for a sin-

gle source, and different sources are processed in sequence. In the forward pass, each

thread enumerates a vertex’s neighbors and updates σsv. On GPU, due to multiple

threads writing to the same vertex’s σ, threads need to synchronize using an atomic in-

struction (such as atomicAdd from CUDA). On the memory access front, the memory

access for σ in Algorithm 7 is generally uncoalesced due to unpredictable connectivity

of nodes. Reading (and writing) a node’s neighbors’ σ also suffers from low local-

ity which causes significant memory latency and limits overall performance. In addi-

tion, since warp-threads assigned to different vertices may process different numbers of

neighbors, the forward pass incurs thread divergence. Similarly, in the backward pass,

processing δ attribute of a node’s predecessors leads to reduced coalescing, low locality,

and high thread-divergence.

5.1.1 Coalescing in Graffix

Graffix makes the graph more structured to improve coalescing. To this end, we devise

a modified graph layout by rearranging graph nodes, edges, and their associated infor-

mation to make warp-threads access nearby memory locations with higher probability.
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Algorithm 8 Graffix technique for improving memory coalescing
Input: Graph G(V,E)
Output: Graph G′(V ′, E′)
1: function TRANSFORMGRAPH(G)
. Step 1: Vertex renumbering

2: v.level =∞ ∀v ∈ G.V
3: for Node s : G.V orderedby (decreasing node degree) do
4: if s.level ==∞ then
5: s.level = 0
6: BFS(G, s) . Assigns levels to nodes
7: RENUMBERVERTEX(G, k) . k is the chunk size
. Step 2: Node replication

8: REPLICATEVERTEX(G, k)
. The transformed graph is G’(V’,E’)

9: end function

10: function RENUMBERVERTEX(G, k)
11: gId = 0;
12: for Node n : L0 do . L0 is list of nodes at the 0th level in G′s BFS forest
13: n.id = gId++;
14: for i = 0 .. numLevels-2 do . numLevels is number of BFS levels
15: gId =

⌈gId
k

⌉
× k

16: for j = 0 .. (max node degree in Li) do . Li is the list of nodes at level i
17: for Node n : Li do
18: if (n.degree > j) && (n.neighbors[j] ∈ Li+1) then
19: n.neighbors[j].id = gId++
20: end function

21: function REPLICATEVERTEX(G, k)
. Nodes array divided into chunks of size k, such that, chunkId[u] = u/k

22: for Node n : G.V do . n is a non-hole node
23: countn = [ ] . hash table to count the number of edges from n to a chunk
24: for Node v : n.neighbors do
25: if v ∈ Li && ∃u ∈ Li−1, such that, u is a hole then
26: countn[v.chunkId]++
27: for curChkId : countn.ChunkIds do . ids of chunks having edges from n

28: connectednessncurChkId = countn[curChkId]
# non-hole nodes with curChkId

29: if connectednessncurChkId ≥ threshold then
30: Duplicate n to get n′

31: n′.id = u.id, such that, curChkId in Li && u ∈ Li−1 . Fill holes
32: for Node p : n.neighbors, such that, p.chunkId == curChkId do
33: Remove edge n→ p
34: Add edge n′ → p

35: Add edges n′ → q ∀q, such that, q.chunkId == curChkId;
q is a 2-hop neighbor of n

36: end function
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Figure 5.1: Original graph G and its CSR representation

Note that it is not sufficient to rely on hardware prefetchers or software prefetch

instructions to get the data on demand. Hardware prefetches are not very effective when

the accesses are irregular. Further, software prefetch instructions need to be placed

meticulously in the code to ensure that the data brought into the cache is used before

being evicted, which is again challenging due to irregular accesses. Graph restructuring

helps make the graph more structured and also aids the prefetcher.

We use the Compressed Sparse Row (CSR) format to represent the graph, having

an offset array, an edges array, and auxiliary arrays to store edge attributes and node

attributes. Figure 5.1 shows an example directed graph and its CSR representation. In a

vertex-based processing, a thread is assigned to a vertex . Hence, accesses to the offset

array and the source vertex attribute array are coalesced. However, due to the irregular

memory access pattern of the node attributes array resulting from the neighbor traversal

of the nodes, the accesses to node attributes array are largely uncoalesced.

A key primitive in graph operations is neighbor enumeration wherein a warp, as-

signed to a set of vertices, iterates through their neighbors to propagate information.

Such a neighbor enumeration is done in all the algorithms in our experimental setup.

Graffix improves coalescing for this primitive. At a high level, our technique uses a

careful combination of renumbering and replication to bring together in memory the

data of those nodes that are likely to be accessed in tandem. Vertex re-numbering helps

bring connected nodes and their data together. However, it has a limitation that a node

occurs exactly once, and therefore it cannot be nearby all its neighbors (as their node ids

could be far apart). This limitation is overcome with replicating the node, and thereby,

allowing such a node to be nearby its neighbors. Graffix creates copies of a node,

subject to a certain condition, and inserts the copies of these nodes, along with their

edge-lists, in the vicinity of their neighbors in the CSR representation. Algorithm 8
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presents the pseudocode of our technique. TRANSFORMGRAPH() is the driver routine.

We explain the scheme in detail below.

5.1.2 Renumbering Scheme

Graffix renumbers vertices such that warp-threads are assigned nearby id’s. While

node re-numbering is well-explored in literature to improve thread-divergence and lo-

cality (Hong et al. (2011); Balaji and Lucia (2019)), it is ineffective when applied di-

rectly to improve coalescing. This is because the numbering assigns consecutive id’s

to a node’s neighbors. This improves locality in serial processing, as all the neighbors

would be processed by the same thread. However, due to this, threads belonging to the

same warp end-up processing vertices numbered far apart – reducing coalescing. For

instance, in Figure 5.1, assume the warp-size to be 4. The nodes 0–3 are assigned to

threads having the same id as the node. With vertex centric processing, the warp-threads

would access the attributes of the first neighbor of the respective nodes concurrently,

and so on. The first neighbors are indicated by the offset array: 0, 7, 13, 16, to be

indexed into the edges array. Hence, the warp threads would access the locations 4, 0,

11, and 19 in the node attributes array together. Further, assuming that the accesses to a

chunk of 4 words can be coalesced, clearly, the accesses to the destination nodes’ (4, 0,

11, 19) data in the node attributes array are not coalesced since each of these lies in a

separate 4-word chunk. Therefore, we propose a new numbering scheme for improving

coalescing.

The numbering starts with a vertex having the highest outdegree and performs

breadth-first traversal (BFS) on the graph, till all the nodes in the graph are visited,

to obtain a BFS tree or a BFS forest if the graph is disconnected. In the graph is

disconnected, the source nodes for the subsequent BFS traversals are picked in the de-

creasing order of outdegree among the unvisited nodes. The levels of the visited nodes

are updated to a lower value, if possible, in the case of multiple BFS traversals. This is

accomplished by the loop at line 3 in Algorithm 8. For example, in the graph G from

Figure 5.1, vertex 0 has the highest outdegree. Performing BFS from vertex 0 on G

visits vertices {0, 4, 5, 6, 7, 8, 13, 14, 15, 17}. The source for the next BFS is vertex

1 since it has the highest outdegree among the unvisited nodes. BFS from 1 covers
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Figure 5.2: (a) Graph G from Figure 5.1 with renumbered nodes (b) The same graph
reoriented for clarity

vertices {1, 10, 12, 18} among the unvisited nodes. Further, among the already visited

nodes, the levels of nodes 15 and 17 are reduced to 1. Next, applying BFS from node

2 covers vertices {2, 11, 19}, while BFS from 3, 9 and 16 cover vertices 3, 9 and 16,

respectively. Thus, vertices 0, 1, 2, 3, 9 and 16 are at level zero, while all others are at

level one.

An important observation is that the nodes at the same level in the BFS forest are go-

ing to be accessed by consecutive threads. Hence, those are assigned id’s incrementally

in a round-robin fashion. Thus, the first neighbor of each of the parents from the previ-

ous level is assigned a new id followed by the renumbering of all the second-neighbors,

and so on. For instance, in Figure 5.2b, which shows the renumbered graph, node 8 is

the first unnumbered neighbor of node 0, while node 9 is the first unnumbered neighbor

of node 1. A crucial aspect of Graffix’s numbering scheme is that the new node id’s at

each level of the BFS forest start from a multiple of k (1 ≤ k ≤ warp-size) as shown in

RENUMBERVERTEX() routine at line 10 of Algorithm 8. This is different from the prior

numbering schemes, and provides an opportunity for accesses to be coalesced at every

level. For instance, Figure 5.2a is the renumbered graph with k = 8, and Figure 5.2b

is its isomorph. With the new renumbering, vertices 0 through 5 are at BFS level zero.

The next level starts with a multiple of k (= 8) greater than the last vertex id 5 (that is,

there are no vertices with id’s 6 and 7). Hence, the next level is occupied by vertices 8

through 21.

Creation of Holes. An important aftereffect of Graffix numbering is that since not

all levels have the number of nodes in multiples of k, the renumbering scheme may

create holes in the CSR representation arrays. For instance, the renumbering gives rise
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Figure 5.3: Holes in nodes after renumbering G

to holes in the nodes array at locations 6, 7, 22 and 23 as shown in Figure 5.3. The

choice of k controls the number of holes at each level of the BFS forest. The number

of holes at a level is ≤ (k − 1). Graffix exploits these holes to enhance the degree of

coalescing. It uses replication to copy specific nodes to these holes. The controllable

node replication modifies the underlying graph and can introduce some approximation.

Carefully identifying the nodes to replicate aid the underlying graph computation to

reach its fixed-point faster.

5.1.3 Node Replication

The node replication to fill the holes needs to ensure that (i) it improves coalescing,

leading to improved execution time, and (ii) the error is small. This is done as follows:

Following the renumbering, the nodes array (which now also includes holes) is divided

into chunks of size k, the same as that used for vertex renumbering. The nodes of a

chunk are processed by a warp. If a node is well-connected to a chunk, our goal is to

replicate the node in the chunk containing the parents of the chunk’s nodes (as obtained

from the BFS forest). This makes sure that we take advantage of the renumbering after

replication of the nodes. Graffix achieves it as follows. From each of the non-hole

nodes, we maintain a count of the outgoing edges to the chunks whose parent chunks

have holes. Further, we define connectednessnode
chunk

∆
=
(# edges to chunk from a node

# non-hole nodes in chunk

)
for each such node–chunk pair. If the connectedness of a node to a chunk is higher than

a threshold, the node is deemed to be well-connected to the chunk and thus we replicate

the node. The threshold is a tunable parameter and controls the amount of inaccuracy.

When there are more candidate nodes eligible for replication to a chunk, than holes in

that chunk, the nodes with higher edge-count are given priority.

Since holes in the CSR representation arrays do not contribute to any ‘useful’ work

done, it is instructive to reduce the unoccupied holes in the modified graph. A judicious

choice of k and threshold is instrumental in increasing the occupancy of the holes. In

our experiments, we use k = 16 and set the threshold to 0.6 and 0.4 for the scale-free
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graphs and the road networks respectively. We determined these values of the threshold

empirically. These were found to produce the best results. From a node replica, we

introduce new edges to the non-hole nodes of a chunk. If the node being replicated has

an edge to a node in the chunk, we add edges from the replica to its 2-hop neighbors

inside the chunk to which there is not already an edge.

Controlling the approximation. Adding edges in this manner expedites the propaga-

tion of information among nodes, while ensuring that the node attributes read or written

to in a coalesced fashion also contribute to some meaningful computation. The amount

of inexactness is proportional to the number of new edges added in the graph. Thus,

by controlling the number of newly added edges, Graffix can keep the inaccuracy in

check. The addition of edges as above results in only a few additional edges per replica

since we restrict the view to a contiguous chunk of size k in the nodes array, at a time,

while looking for the 2-hop neighbors of the node being replicated. Graffix ensures that

the node to be replicated has a high degree. So, adding few extra edges adds only small

inaccuracy.

For our example, we divide the nodes array (Figure 5.3) in the renumbered graph

into chunks of size k (= 8). Assume that the threshold on connectedness for replication

of a node is set to 0.6. In the renumbered graph in Figure 5.2, node 0 has 4 edges

to the chunk 16..23 and the chunk has two holes. Hence, the connectedness0
16..23 =

4
6
= 0.667. Since the connectedness of 0 to the chunk is greater than the threshold, we

replicate 0 in chunk 0..7. We assign the id 6 to the replica of 0 and distribute the existing

edges of 0 between 0 and 6. We also add new edges from 6 to nodes 17 and 19, as these

are the 2-hop neighbors of 0 in the chunk 16..23. This leads to the modified graph G′

shown in Figure 5.4.

5.1.4 Confluence due to Replication

Due to controlled node replication, the underlying graph structure undergoes some

changes. As an aftermath, different node-copies in the modified graph may exhibit

different attribute values at the end of a GPU kernel iteration. Since logically these

copies represent the same node, these attribute values need to be merged. The merging
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Figure 5.4: Modified graph G′ with its CSR representation.

or the confluence may be done after certain number of iterations or at the end of the

overall computation. To reduce inaccuracies, Graffix merges attribute values from the

copies of the same node after every iteration. The merge operator itself could be defined

in two-ways: (i) algorithm-aware, and (ii) algorithm-agnostic. The former is likely to

result in better accuracy, but needs additional knowledge. Graffix uses the latter ap-

proach and applies a generic confluence operator which computes arithmetic mean of

different values. One can easily redefine the merging. For instance, in Figure 5.4, at the

beginning of the algorithm, the node attributes of nodes 0 and 6 will be the same. After

each iteration, we merge the attribute values of nodes 0 and 6 using arithmetic mean

to ensure that both are the same at the beginning of each iteration. At the end of the

algorithm, all the node copies will have identical attribute values.

5.2 Reducing Memory Latency

Since graph algorithms are memory bound, we seek to exploit the GPU memory hierar-

chy to reduce the time spent in fetching/updating data from/to global memory to curtail

the execution time. Shared memory available per thread-block has been exploited in

various ways in literature, and demands reuse of data items. For instance, in an un-

rolled kernel, the updated attribute values can be kept temporarily in shared memory.

Alternatively, when a connected subgraph is processed by a thread, the stack or the

queue can be stored in shared memory depending upon whether the subgraph traversal

is depth-first or breadth-first (Nasre et al. (2013b)).

Graffix proposes a new way of exploiting shared memory to process more-
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frequently-accessed nodes. Identifying such nodes at runtime adds inefficiency. On

the other hand, identifying such nodes based on crude approximations such as degree

is not very fruitful. Graffix exploits the graph property of clustering coefficient (CC)

to identify such nodes. For the purpose of computing CC, we consider the graph to be

undirected. The nodes having CC higher than a threshold are moved to shared memory,

along with their neighbors. For instance, in Figure 5.5a, node N1 has a high CC, so it

can be moved to shared memory along with its neighbors. As nodes with a high CC

are part of well-connected clusters, such clusters will be accessed frequently in iterative

processing of the graph. Such high-CC nodes can be moved to shared memory. Due to

the power-law distribution, very few nodes have very high CC leading to underutiliza-

tion of shared memory. Adding approximation improves applicability of the technique.

Graffix selectively adds edges between nodes to effect the following:

(1) Increase the CC of the nodes having CC lower than, but close to, the threshold.
This allows moving such nodes, along with the neighbors, from global memory to
shared memory.

(2) Further boosting the CC of the nodes whose CC are already higher than the thresh-
old.

In the first case, we add new edges preferentially between those neighbors of a

high-CC node that have common neighbors. The purpose is to increase the CC of the

node, and its neighbors, to make them candidates for being processed inside shared

memory. In the second scenario, we add edges between those neighbors of a high-

CC node that have the fewest edges with the other neighbors of that high-CC node.

The rationale is to increase the connectivity among the neighbors of the high-CC node.

Graffix looks at the connectivity only among the siblings of the high-CC nodes since

these nodes will be in shared memory. We move the high-CC nodes to shared memory,

along with their immediate neighbors alone. For instance, in Figure 5.5a, we add edges

between the neighbors of N1 having the fewest edges incident on them, that is, nodes

A, B, C, D. For faster convergence, in both the scenarios above, the edges are added

between the 2-hop neighbors. Only a few edges are added in this manner. Additionally,

we maintain a global limit for the number of edges added to the graph to contain the

approximation. To enable reuse, the sub-graphs in shared memory are processed for a

few iterations (say, t). We found that setting t ∼ (2 × diameter of the subgraph) gave

74



N1

A B

C D

E

(a)

N1

A B

C D

E

(b)

Figure 5.5: Reducing memory latency using shared memory

good performance benefits because of sufficient reuse. Thereafter, the attribute values

of the nodes are pushed back to global memory.

Discussion. An alternative scheme for increasing the number and the size of the

subgraph processed inside shared memory is to set a lower threshold on the clustering

coefficient. However, this results in diminished benefits due to low reuse and impaired

accuracy. Therefore, it is recommended to keep the CC cut-off relatively high.

5.3 Reducing Thread Divergence

While degree-sorting (Balaji and Lucia (2019)) is an effective way to address thread-

divergence, it is often an overkill, since having nearly-uniform degrees only within each

warp often suffices. Graffix combines bucket-sort and approximate computing to re-

duce thread-divergence, as we explain below. As a preprocessing step, Graffix performs

bucket sort on the nodes array using the node-degree as the key. This groups the

nodes having similar degrees together. In each bucket we assign nodes to warps in the

order of their bucket positions. When node degrees are different, we carefully add a

few edges to reduce thread-divergence. Judicious addition of edges reduces the effect

of approximations.

Adding edges. Additional edges are the source of approximation. Hence, among the

warp-nodes, we add extra edges to only those nodes that are deficient in their connec-

tivity. If the difference of a node’s degree to the warp’s max-degree is lower than a

threshold, we add edges to it to get its degree close to the warp nodes’ max-degree.

This causes the warp node degrees to become more uniform. The threshold dictates the
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Figure 5.6: Handling thread divergence by graph transformation.

number of edges added. As an extreme, it is possible to remove thread-divergence fully

with this technique.

By noting that most graph algorithms are propagation-based, we choose the destina-

tion nodes to be the 2-hop neighbors, leading to faster convergence. While the structural

changes take care of node degrees, the choice of the edge-weights for the new edges (for

weighted algorithms such as SSSP) is often fuzzy. In the case of weighted graphs, we

set the weight of a new edge as the sum of the weights of the edge between the node

and the 1-hop neighbor, and the edge between the 1-hop and the 2-hop neighbors. One

can choose an alternative method to setup the edge-weights.

By adding edges in this manner, the warp threads which would otherwise be waiting

for the longest running warp thread to complete are also able to perform some useful

work in the meantime. The information propagated to their 2-hop neighbors is useful

for the next iterations of the algorithm. Thus, the extra work done by the few warp

threads per iteration contributes to the overall improvement in performance.

Example. Consider the graph in Figure 5.6a. Suppose threads T1 and T2 belong to

the same warp and are operating on nodes A and I respectively. Since the outdegree of

node A (7) is more than that of I (4), T1 has to process more edges than T2. Assume

that the threshold on the difference in node degrees for the purpose of adding edges is
max−degree

2
. Also, assume that vertex A is the max-degree node in the warp. As the

difference in the degrees of I and A is 3, which is less than 7
2

(= 3.5), our method adds

new edges IG and IK to make the outdegree of node I close to the max-degree. The

new outdegree of I is 6 (∼85% of max-degree). Nodes G and K are 2-hop neighbors of

I. Figure 5.6b shows the modified graph.

Effect of Graffix techniques on parallel BC. In Algorithm 7, Graffix’s technique for
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memory coalescing brings closer nodes that are accessed in tandem by the warp-threads

during the graph traversal on lines 3 and 7. The technique for memory latency ensures

that the well-connected subgraphs are processed iteratively in shared memory. Further,

the degrees of the warp-nodes during the traversal are normalized to curtail workload-

imbalance.

5.4 Experimental Evaluation

We evaluate the performance of our approximate techniques and compare it with the

exact versions of the respective algorithms.

Machine Configuration. We use the same machine as described in Section 4.4.

Input Graphs. We select graphs with varying characteristics to demonstrate the ro-

bustness of our approach. The graphs we use for evaluation are listed in Table 4.2.

These graphs exhibit different behaviors for different techniques.

Graph Algorithms. We study five graph problems: single-source shortest paths com-

putation (SSSP), minimum spanning tree computation (MST), finding strongly con-

nected components (SCC), page rank (PR), and node betweenness centrality compu-

tation (BC). Parallel algorithms for these problems have been described in detail in

Section 2.4. All these problems are popular in the community and, along with various

graphs, their parallel algorithms stress-test our techniques.

Baselines. We use three baselines to evaluate our techniques. First, we compare our

approximate techniques with the exact implementation of SSSP, PR and BC available in

Gunrock (Wang et al. (2017)). Second, we compare our approximate techniques with

the exact implementation of SSSP, PR and BC available in Tigr (Nodehi Sabet et al.

(2018)). Third, we compare our approximate SSSP and approximate MST with the re-

spective exact versions from LonestarGPU (Burtscher et al. (2012)), approximate SCC

with the exact SCC by Devshatwar et al. (Devshatwar et al. (2016)), and approximate

PR and BC with our own parallel implementations of PR computation (10 iterations)

and Brandes’ algorithm (10000 iterations) respectively.
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Graph Exact Time (sec)
SSSP MST SCC PR BC

rmat26 37 8996 21 12 15223
random26 29 10087 23 16 13127

LiveJournal 2 3424 7 1 1711
USA-road 152 82 12 1 2043

twitter 231 10943 37 18 21462

Table 5.1: Baseline-I: Execution time for the exact versions

Graph Exact Time (sec)
SSSP PR BC

rmat26 6 0.914 587
random26 4 1.180 498

LiveJournal 0.046 0.452 66
USA-road 12 0.130 38

twitter 17 3.000 827

Table 5.2: Baseline-II: Execution time for Tigr

The execution times of the exact methods on the five graphs for the algorithms

from the three baseline implementations are presented in Tables 5.1, 5.2 and 5.3. We

report on the effect of approximations on the actual execution times of the algorithm

implementation, which preclude file I/O and preprocessing steps, but include graph at-

tribute initialization (such as vertex distances), initial CPU-GPU data transfer, and the

main fixed-point loop repeatedly calling the primary kernel. We measure the inaccu-

racy incurred for each of the techniques by averaging the absolute difference between

the attribute values of the vertices for the exact and the approximate versions. For

SSSP, the attribute is the distance; for PR, it is the page rank; and for BC, it is the be-

tweenness centrality. For SCC, we calculate the difference in the number of connected

components, while for MST, we calculate the difference in the minimum spanning tree

weights computed by exact and approximate methods.

5.4.1 Effect of Coalescing

Table 5.4 shows the effect of Graffix’s technique for coalescing for five graphs on the

five algorithms from Baseline-I. We report the results with threshold on connectedness

Graph Exact Time (sec)
SSSP PR BC

rmat26 19 1.070 872
random26 8 1.500 740

LiveJournal 0.142 0.530 98
USA-road 25.139 0.181 56

twitter 53 4.000 1227

Table 5.3: Baseline-III: Execution time for Gunrock
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SS
SP

Graphs Speedup Inaccuracy
rmat26 1.22 × 12%
random26 1.13 × 10%
LiveJournal 1.18 × 11%
USA-road 1.15 × 9%
twitter 1.17 × 12%

M
ST

rmat26 1.18 × 13%
random26 1.13 × 15%
LiveJournal 1.14 × 12%
USA-road 1.23 × 11%
twitter 1.17 × 13%

SC
C

rmat26 1.14 × 8%
random26 1.08 × 14%
LiveJournal 1.13 × 7%
USA-road 1.16 × 11%
twitter 1.15 × 12%

PR

rmat26 1.20 × 5%
random26 1.15 × 7%
LiveJournal 1.21 × 7%
USA-road 1.19 × 6%
twitter 1.22 × 7%

B
C

rmat26 1.17 × 9%
random26 1.12 × 13%
livejournal 1.15 × 10%
USA-road 1.19 × 12%
twitter 1.14 × 11%

Geomean 1.16 × 10%

Table 5.4: Effect of memory
coalescing

Graphs Speedup Inaccuracy
rmat26 1.26 × 12%
random26 1.08 × 17%
LiveJournal 1.22 × 13%
USA-road 1.30 × 13%
twitter 1.18 × 12%

rmat26 1.22 × 16%
random26 1.10 × 18%
LiveJournal 1.18 × 16%
USA-road 1.20 × 19%
twitter 1.16 × 15%

rmat26 1.20 × 12%
random26 1.10 × 16%
LiveJournal 1.22 × 13%
USA-road 1.20 × 12%
twitter 1.18 × 13%

rmat26 1.32 × 7%
random26 1.16 × 11%
LiveJournal 1.26 × 7%
USA-road 1.30 × 5%
twitter 1.22 × 9%

rmat26 1.24 × 14%
random26 1.13 × 18%
LiveJournal 1.21 × 16%
USA-road 1.26 × 15%
twitter 1.17 × 13%

Geomean 1.20 × 13%

Table 5.5: Effect of shared
memory

Graphs Speedup Inaccuracy
rmat26 1.06 × 8%
random26 1.03 × 9%
LiveJournal 1.07 × 8%
USA-road 1.12 × 7%
twitter 1.09 × 6%

rmat26 1.05 × 10%
random26 1.02 × 11%
LiveJournal 1.07 × 8%
USA-road 1.09 × 10%
twitter 1.05 × 9%

rmat26 1.04 × 9%
random26 1.00 × 7%
LiveJournal 1.04 × 6%
USA-road 1.05 × 9%
twitter 1.06 × 8%

rmat26 1.10 × 4%
random26 1.04 × 9%
LiveJournal 1.08 × 5%
USA-road 1.06 × 8%
twitter 1.09 × 8%

rmat26 1.11 × 11%
random26 1.05 × 14%
livejournal 1.09 × 9%
USA-road 1.12 × 7%
twitter 1.06 × 12%

Geomean 1.07 × 8%

Table 5.6: Effect of thread
divergence

Approximate Graffix versus exact Baseline-I

SS
SP

Graphs Speedup Inaccuracy
rmat26 1.16 × 12%
random26 1.06 × 10%
LiveJournal 1.13 × 11%
USA-road 1.08 × 9%
twitter 1.12 × 12%

PR

rmat26 1.14 × 5%
random26 1.08 × 7%
LiveJournal 1.15 × 7%
USA-road 1.12 × 6%
twitter 1.15 × 7%

B
C

rmat26 1.09 × 9%
random26 1.05 × 13%
livejournal 1.07 × 10%
USA-road 1.11 × 12%
twitter 1.06 × 11%

Geomean 1.10 × 9%

Table 5.7: Effect of memory
coalescing

Graphs Speedup Inaccuracy
rmat26 1.24 × 12%
random26 1.07 × 17%
LiveJournal 1.20 × 13%
USA-road 1.26 × 13%
twitter 1.15 × 12%

rmat26 1.30 × 7%
random26 1.14 × 11%
LiveJournal 1.26 × 7%
USA-road 1.28 × 5%
twitter 1.22 × 9%

rmat26 1.19 × 14%
random26 1.11 × 18%
LiveJournal 1.17 × 16%
USA-road 1.23 × 15%
twitter 1.16 × 13%

Geomean 1.19 × 12%

Table 5.8: Effect of shared
memory

Graphs Speedup Inaccuracy
rmat26 1.02 × 8%
random26 1.01 × 9%
LiveJournal 1.02 × 8%
USA-road 1.04 × 7%
twitter 1.03 × 6%

rmat26 1.06 × 4%
random26 1.02 × 9%
LiveJournal 1.04 × 5%
USA-road 1.03 × 8%
twitter 1.05 × 8%

rmat26 1.04 × 11%
random26 1.01 × 14%
livejournal 1.02 × 9%
USA-road 1.05 × 7%
twitter 1.03 × 12%

Geomean 1.03 × 8%

Table 5.9: Effect of thread
divergence

Approximate Graffix versus exact Baseline-II
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SS
SP

Graphs Speedup Inaccuracy
rmat26 1.20 × 12%
random26 1.1 × 10%
LiveJournal 1.17 × 11%
USA-road 1.12 × 9%
twitter 1.16 × 12%

PR

rmat26 1.17 × 5%
random26 1.13 × 7%
LiveJournal 1.19 × 7%
USA-road 1.18 × 6%
twitter 1.20 × 7%

B
C

rmat26 1.11 × 9%
random26 1.07 × 13%
livejournal 1.09 × 10%
USA-road 1.16 × 12%
twitter 1.09 × 11%

Geomean 1.14 × 9%

Table 5.10: Effect of memory
coalescing

Graphs Speedup Inaccuracy
rmat26 1.22 × 12%
random26 1.06 × 17%
LiveJournal 1.23 × 13%
USA-road 1.28 × 13%
twitter 1.16 × 12%

rmat26 1.27 × 7%
random26 1.12 × 11%
LiveJournal 1.19 × 7%
USA-road 1.25 × 5%
twitter 1.17 × 9%

rmat26 1.21 × 14%
random26 1.13 × 18%
LiveJournal 1.19 × 16%
USA-road 1.24 × 15%
twitter 1.14 × 13%

Geomean 1.19 × 12%

Table 5.11: Effect of shared
memory

Graphs Speedup Inaccuracy
rmat26 1.07 × 7%

random26 1.03 × 8%
LiveJournal 1.06 × 7%
USA-road 1.08 × 7%

twitter 1.05 × 6%

rmat26 1.09 × 5%
random26 1.03 × 6%

LiveJournal 1.10 × 5%
USA-road 1.07 × 8%

twitter 1.08 × 8%

rmat26 1.06 × 11%
random26 1.04 × 13%
livejournal 1.08 × 10%
USA-road 1.10 × 6%

twitter 1.07 × 12%
Geomean 1.07 × 8%

Table 5.12: Effect of thread
divergence

Approximate Graffix versus exact Baseline-III

set to the value which provides best results (which is different for different graphs).

In particular, threshold of 0.6 performs well for power-law graphs and of 0.4 for the

road-network. We observe significant performance gains (mean 1.16×) for several

algorithm-technique pairs, with some accuracy loss (mean 10%). For SSSP, SCC and

PR, the reduction in execution time (in absolute terms) is small in exchange for 10%

inaccuracy. Approximations are, in general, more useful for higher-complexity algo-

rithms, such as betweenness centrality. However, approximate computations in algo-

rithms with lower computational complexity are useful when used repeatedly in ap-

plications that are error tolerant. For instance, in machine learning, while training a

model, the distance measure used could be approximate shortest distance and it may

not matter much. Now across multiple iterations during the training process, we would

observe a significant reduction in total training time. So, the approximate results for

SSSP, SCC, PR could be useful as well. Tables 5.7 and 5.10 show the effect of our

approximate techniques for coalescing for five graphs on the algorithms in Tigr and

Gunrock, respectively. We observe that the speedups achieved over Gunrock are sim-

ilar to Baseline-I. The speedups achieved over Tigr are lower since Tigr implements

a memory access optimization, edge-array coalescing, to alleviate the irregularity in

memory accesses. The inaccuracies for graph–algorithm pairs are similar across all

baselines, because inaccuracy is tied to the modifications in the graph’s structure.

Effect of Connectedness. Connectedness forms the tunable knob between speedup
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Figure 5.7: Effect of varying the threshold for node replication.

and inaccuracy. Figure 5.7 compares against Baseline-I for a fixed chunk-size of 16.

For a small threshold, the speedup is low and the inaccuracy is high due to more

replications.

We observe a steady increase in the speedup with increase in the threshold up to a

point (0.6 in the plot), followed by a gradual decline in the performance gains. This is

because the number of nodes getting replicated is enough for the combined benefits of

coalesced accesses to show effect. Also, the occupancy of the holes is high. However,

upon further increasing the threshold, only a few nodes get replicated and the number of

unoccupied holes is large. Thus the reduced performance benefits for larger thresholds.

The inaccuracy, on the other hand, gets benefited by increasing the threshold. This is

due to fewer edges getting added.

Guidelines for the Threshold. The threshold on connectedness, for a fixed chunk size,

is based on the degree distribution. The power-law graphs have some high degree nodes.

Majority of such nodes may be replicated if the threshold is low. To ensure that only the

nodes with a high connectedness are replicated, in the interest of accuracy and the graph

size, the threshold is set to a fairly large value. Setting a high threshold (above 0.6)

would prohibit enough replication which would hurt performance. In contrast, the node

degrees in a road-network are small and largely uniform. For good hole occupancy, the

threshold is chosen to be small (below 0.5).

Comparison with Existing Graph Reordering Techniques

We do not compare our graph reordering technique with the the other existing tech-

niques. While several graph reordering techniques have been proposed in the literature,

their source codes are not readily available. Thus, comparing our graph reordering
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Figure 5.8: Effect of varying the threshold for clustering-coefficient

technique with the previously proposed ones would require implementing those from

scratch. Further, we are not aware of any works that compare and contrast the different

graph reordering techniques. So, for a fair comparison, we would need to compare our

technique with all the existing graph reordering techniques. Thus, such a comparison is

substantial work and a project in itself.

5.4.2 Effect of Memory Latency

Table 5.5 shows the effect of using shared memory on the five algorithms for five

graphs from Baseline-I. We observe performance gains for various algorithm-technique

pairs. The threshold for clustering coefficient (CC) is set to a different value for each

of the graphs for obtaining decent accuracy and speedup. Tables 5.8 and 5.11 show the

effect of our approximate techniques for reducing memory latency for five graphs on

the algorithms in Tigr and Gunrock, respectively. The speedups achieved over Gunrock

and Tigr are similar (1.19×) to those achieved over Baseline-I. The inaccuracies for

graph–algorithm pairs are similar (11%) across all baselines.

Effect of CC Threshold. Figure 5.8 plots the speedup and inaccuracy, w.r.t. Baseline-

I, with varying thresholds for clustering coefficient. There is a consistent increase

in speedup with increase in the threshold, since an increased threshold implies well-

connected subgraphs occupying the shared memory, thereby benefiting from its low

memory latency. However, for threshold∼ 1, fewer nodes are moved to shared memory,

resulting in diminished gains.

As the threshold is increased, the inaccuracy first rises and later reduces. The rise in

inaccuracy is because it exposes more nodes whose CC can be increased by addition
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Figure 5.9: Effect of varying the threshold for degree normalization.

of edges using the scheme presented in Section 5.2. However, after a point (threshold

= 0.8), the inaccuracy reduces as the candidate nodes for processing inside shared

memory have better connectivity; so we add fewer edges.

Guidelines for the Threshold. The choice of the threshold for CC is based on the

graph’s average CC and degree distribution. Since the focus is on finding nodes that are

part of a well-connected cluster, the threshold must be set to a high value for all graphs.

5.4.3 Effect of Thread Divergence

Table 5.6 shows the effect of reducing thread divergence for five graphs on the five

algorithms from Baseline-I. We obtain minor performance improvements for various

algorithm-technique pairs, with reasonably high accuracy in most cases. Tables 5.9 and

5.12 show the effect of our approximate techniques for reducing thread divergence for

five graphs on the algorithms in Tigr and Gunrock, respectively. We observe that the

speedups achieved over Gunrock are similar to Baseline-I. Tigr already implements

node splitting transformations for reducing thread-divergence. Therefore, speedups

achieved over Tigr are lower. The inaccuracies for graph–algorithm pairs are similar

across all baselines.

Effect of Degree Similarity. To measure the variation in node degrees, we define:

degreeSimnode
∆
=
(
1− node degree

maximum degree of warp nodes

)
degreeSim identifies the deficit in the degree of a node compared to other nodes as-

signed to the same warp. Figure 5.9 plots the speedup and inaccuracy, w.r.t. Baseline-I,
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with varying thresholds for degreeSimnode. The node degree is made 85% of the warp’s

max-degree. As we increase the threshold, we allow more edges. We observe that the

speedup increases with increase in threshold up to a point (0.3 in Figure 5.9) after which

it begins to drop. This is because when limited edges are added, the performance im-

proves due to the combined effect of reduced thread divergence and faster propagation.

Performance gains drop with further increase in threshold. This is because the size of

the graph increases due to addition of considerable number of edges, which begins to

dominate. Inaccuracy increases monotonically with increase in threshold since a higher

threshold allows for addition of more edges.

Guidelines for the Threshold. For obtaining reasonable accuracy and speedup, the

threshold on degreeSim is set based on the degree distribution. If on an average, the

mean node degree in a bucket is quite low, or if it is closer to the maximum node degree

than to the minimum node degree in the bucket, then the threshold should be set to a

low value (below 0.4). Picking the threshold this way ensures addition of limited extra

edges as we normalize the degree of only relatively-large-degree nodes in a warp.

5.4.4 Preprocessing Overhead

The preprocessing overheads for the approximate techniques targeting memory coalesc-

ing, memory latency, and thread divergence are presented in Table 5.13. We observe

that the mean times for transforming the graphs in our test-suite for improving coalesc-

ing, reducing memory latency and reducing thread divergence are 182s, 233s, and 58s

respectively. This is a one-time offline cost. The execution of complex algorithms such

as those for BC and MST consume more time than preprocessing. For the simpler al-

gorithms such as those for SSSP, SCC, and PR, the preprocessing time is significantly

higher. This extra preprocessing cost may be amortized over several runs of multiple

algorithms. The corresponding mean extra space consumed by the transformed graphs

(w.r.t. the original graph) is 8%, 5.6%, and 2.3% respectively for the three techniques,

which is practically not high.

Tables 5.14 – 5.16 present the total reduction in the end-to-end execution time for

MST and BC using Graffix techniques w.r.t. Baseline-I. We observe that for MST and
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Technique Graph Preprocessing overhead
Time (sec) Additional space

improving coalescing

rmat26 18 9%
random26 21 11%

LiveJournal 8 6%
USA-road 11 8%

twitter 30 6%

reducing latency

rmat26 23 5%
random26 27 8%

LiveJournal 9 5%
USA-road 13 4%

twitter 46 7%

reducing thread-divergence

rmat26 6 2%
random26 7 3%

LiveJournal 4 2%
USA-road 2 1.5%

twitter 9 4%

Table 5.13: Preprocessing overhead

M
ST

Graphs Reduction in
end-to-end time

rmat26 15.05%
random26 11.29%
LiveJournal 12.04%
USA-road 5.28%
twitter 14.25%

B
C

rmat26 14.41%
random26 10.55%
LiveJournal 12.57%
USA-road 15.42%
twitter 12.14%

Table 5.14: Effect of memory
coalescing

Graphs Reduction in
end-to-end time

rmat26 17.77%
random26 8.82%
LiveJournal 14.99%
USA-road 0.81%
twitter 13.37%

rmat26 19.20%
random26 11.30%
LiveJournal 16.83%
USA-road 19.99%
twitter 14.31%

Table 5.15: Effect of
shared memory

Graphs Reduction in
end-to-end time

rmat26 0.046%
random26 0.019%
LiveJournal 0.064%
USA-road 0.058%
twitter 0.047%

rmat26 0.098%
random26 0.047%
LiveJournal 0.080%
USA-road 0.106%
twitter 0.056%

Table 5.16: Effect of thread
divergence

Reduction in total end-to-end time of Graffix w.r.t. exact Baseline-I
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Figure 5.10: Effect of coalescing on energy consumption for BC (higher is better).

BC, even if we perform the graph transformations once for every input graph, there is a

reduction in the total time w.r.t. the exact version.

5.4.5 Impact of Approximations on Energy

For measuring the energy consumption accurately, the algorithm needs to run for long.

Thus, we choose to study the effect of energy consumption on BC. Figure 5.10 shows

the reduction in the energy drawn during the execution of BC using Graffix’s tech-

nique for improving memory coalescing. We show the decrease in energy for different

thresholds of connectedness for node-replication. We observe that the amount of en-

ergy drawn during execution with approximations is lower than that for the exact ver-

sion. The reduction in energy with approximations can be attributed to (i) reduction

in power (ii) reduction in total execution time. Reduction in power primarily results

from the coalescing of multiple accesses into fewer memory transactions. We mea-

sure the power consumption of the GPU and its associated circuitry (e.g. memory), in

milliwatts, while the GPU kernel is running. We measure the power using the nvmlDe-

viceGetPowerUsage() API provided by the NVML library. Reduction in total execu-

tion time results from improved coalescing and the approximation technique discussed

in Section 5.1.1. Hence, the mean energy consumption during execution, computed as(
mean power × mean execution time

)
is lower for the approximate version.
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5.5 Summary

We proposed graph transformation techniques for efficient graph processing on GPUs

using approximate computing. Our techniques improve memory coalescing, memory

latency, and thread-divergence by graph reordering and graph transformation. Using

a suite of five popular graph algorithms and five large graphs, we illustrated that our

proposed techniques reduce execution times of parallel implementations of graph algo-

rithms appreciably by incurring a small loss in the quality of the solution.
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CHAPTER 6

Faster Estimation of Top-k Betweenness Centrality

Vertices on Heterogeneous Architectures

Betweenness centrality (BC) is a crucial centrality metric in graphs and networks that

measures the significance of a vertex. BC(v) is calculated using the number of shortest

paths in the graph passing through vertex v in the graph. It is used in a multitude of ap-

plications such as detecting communities in social and biological networks (Girvan and

Newman (2002)), targeted advertising (Kim et al. (2012)), analysis of disease spread-

ing (Liljeros et al. (2001)), and identifying criminal networks (Coffman et al. (2004)),

among others. The state-of-the-art Brandes’ algorithm (Brandes (2001)) computes the

exact BC values for all nodes in a graph G = (V,E) in time O(|V ||E|) for unweighted

graphs, and time O(|V ||E|+ |V |2 log |V |) for graphs having positive weights. As sug-

gested by its complexity, computation of BC is quite time-consuming even on graphs

of moderate sizes, having hundreds of thousands of nodes and edges.

To make BC computations scalable, Brandes’ algorithm has been successfully par-

allelized on multi-core CPUs, many-core GPUs, and distributed systems (Madduri et al.

(2009); McLaughlin and Bader (2014); Prountzos and Pingali (2013); Solomonik et al.

(2017); Hoang et al. (2019)). Yet, the cost of BC computation is excessive on modern

real-world graphs with millions of nodes and tens of millions of edges. For example,

the exact vertex-BC computation on the undirected graph liveJournal (having ∼4.8M

nodes and ∼69M edges) using a parallel implementation of Brandes’ algorithm on a

GPU takes several days to complete. Moreover, often applications are interested in the

relative ranking of the vertices according to their BC scores, rather than their actual BC

values. In addition, several applications demand identifying nodes with the highest BC

values. Hence, an estimate of the top-k BC vertices is sufficiently informative in such

cases.

We present ParTBC, a bouquet of novel techniques for speeding up the estimation

of top-k vertices with highest BC in a graph, using approximate computing in conjunc-



tion with parallelization. We propose to compute approximate BC values of vertices,

such that the relative ordering of the vertices is maintained. Further, we present a novel

graph reordering scheme to make the graph layout more regular to enable efficient co-

alesced access of data in parallel Brandes’ algorithm on GPU, improving performance.

The graph-layout is also beneficial to other vertex-centric parallel graph algorithms.

ParTBC is the first system that combines parallelization and approximate computing to

estimate the top-k BC vertices in a graph.

The chapter is organized as follows. Section 6.1 presents a formal description of

the problem of top-k BC-vertex computation, and also discusses Brandes’ algorithm,

which forms the basis for the parallelization and the approximate techniques. Sec-

tion 6.2 presents our proposed scheme at a high-level. Section 6.3 presents the paral-

lelization strategy and our proposal for a modified graph layout. Section 6.4 presents

our techniques for estimating top-k BC vertices. Section 6.5 quantitatively evaluates

the proposals and analyzes results.

6.1 Problem Statement and Preliminaries

Problem Statement. Given an undirected, unweighted graph G(V,E) and a positive

integer k ≤ |V |, find a set of k vertices, Sk, where Sk ⊆ V and Sk contains vertices

having the highest BC values in G. In this work, we determine the set Sk faster with a

small error in set membership.

Betweenness Centrality. The state-of-the-art Brandes’ algorithm for computing

vertex betweeness centrality is described in detail in Section 2.4.

Property 1: In Brandes’ algorithm, BC of a vertex does not change in the iteration in

which it is the source.

Proof : For each source, s, we compute the BFS DAG rooted at s. Now, s will always

lie at one end of the shortest paths to all other nodes, from s. So, s cannot lie on the

shortest path between any two other nodes, as all the edges have unit weight. Thus, in

the iteration in which the node is a source, its BC does not change. The same is captured

90



in equation 2.3.

Observation-1: Our experiments show that high BC nodes are usually either (i) the high

degree nodes, or (ii) those low degree nodes that lie on the paths connecting two or more

large well-connected clusters.

Justification: High degree nodes are connected to a large number of nodes and thus lie

on a large number of point-to-point paths. Consequently, these lie on a large number of

point-to-point shortest paths. Further, those low degree nodes that connect large clusters

in a graph, lie on the shortest paths between the nodes lying in separate clusters. Thus

such nodes too have high BC.

6.2 ParTBC’s Approach

Algorithm 9 Approximate top-k computation
Input: An undirected, unweighted graph G(V,E)
Input: k
Input: desired accuracy (≤ 100%)
Output: top-k betweenness centrality vertices
1: bc[v] = 0 ∀v ∈ V . initialization
. Phase-I

2: G′(V,E) = graphReordering(G) . vertex renumbering; G′ ∼= G
. Phase-II

3: nextIter = true
4: while nextIter do
5: nextIter = false
6: s = getSource() . pick source vertex
. Forward Pass: form BFS DAG D

7: for all v : Node ∈ G′ do
8: compute σsv
9: compute pred(s, v)

Let D be the DAG formed by the forward pass
. Backward Pass: backward traverse DAG D

10: for all v : Node ∈ D do
11: compute δs(v)
12: bc(v) += δs(v)
13: if stopping criteria not met then
14: nextIter = true;

. Reset graph attributes
15: for all (u→ v) ∈ E do
16: reset(u→ v)

Algorithm 9 outlines the approach adopted in ParTBC. The computation proceeds

in two phases. Phase-I performs graph reordering by renumbering the vertices of the

graph to bring together in memory the data of those nodes that are likely to be accessed
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in tandem in parallel Brandes’ algorithm on GPU (Section 6.3). The reordered graph is

the input to Phase-II. In Phase-II, BC computation happens in parallel and the source

vertices are picked (Line 6) using the techniques described in Section 6.4. The algo-

rithm terminates when the stopping condition is satisfied, which is calculated online

based on the desired accuracy in the set of top-k vertices.

6.3 Parallelization and Graph Layout

6.3.1 Parallelization Strategy

Brandes’ algorithm has been shown to be parallelized mainly in two ways: outer parallel

and inner parallel (Prountzos and Pingali (2013); Jin et al. (2010); Bader and Madduri

(2006)) In outer parallel, multiple source vertices are processed in parallel (line 2 of

Algorithm 7), but the forward and the backward passes are executed sequentially by

each thread. Thus, the contribution of each source to BC values of other vertices can be

computed by the thread assigned to that source. The final computation of bc(v) involves

a reduction of the contribution of each of the sources. In this scheme, every outer loop

iteration requires its own storage, leading to a substantial space overhead, of the order

of O(n2) (Prountzos and Pingali (2013)).

In inner parallel scheme, on the other hand, each source is processed sequentially,

but each of the computation steps (lines 3, 7 in Algorithm 7) for a single source are

executed in parallel. A crucial advantage of this approach is its space-efficiency, as

DAG (and other transient data) corresponding to only one source need to be maintained

at a time. Therefore, such an approach can be used for large graphs (Prountzos and

Pingali (2013)).

6.3.2 Graph Layout

We use the popular Compressed Sparse Row (CSR) storage format to represent the

graph (Figure 6.1). Further, we use the vertex-centric model of parallelization, wherein

threads are assigned to vertices. Our parallel implementation of BC uses three ker-
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nels – one for the forward pass and two as part the backward pass (one to compute

δ values and another to accumulate BC values). We employ both topology-driven and

data-driven implementations of the forward pass kernel (Pingali et al. (2011)). Our im-

plementation automatically chooses one of the two implementations based on the skew-

ness (third-central moment) of the vertex degree distribution. For graphs with skewed

degree distribution (|coeff. of skewness| > 0.05), such as social networks, topology-

driven implementation is chosen, while data-driven implementation is used for graphs

with uniform degree (|coeff. of skewness| ≤ 0.02), such as road networks.
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Figure 6.1: Original graph G and its CSR representation

0

1

4 6 7

8

9 12

10 13

2

3 5

11

14

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

offset

edges

17 18 19 20 21 22 23 24 25

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 2

1 2 0 3 5 0 4 5

5 21 36

7 1 8 2 5 9 11

node attributes

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

26 27 28 29 30 31 32 33 34 35 36 37

13 1710 29 34 38 39 40

6 11 1 4212 2

38 39

23 27 32

12 10 13 14 3 9 4 8 102 9 3 457 6 7 7
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6.3.3 Improved Graph Layout

A natural way to compute top-k BC vertices faster is to improve the performance of the

exact parallel implementation of Brandes’ algorithm. With this motivation, we propose

a scheme to modify the graph layout to make it more structured to make it amenable to

GPU-based processing. We intend to improve the memory coalescing and better utilize

GPU’s high memory bandwidth.

The forward-pass of Brandes’ algorithm involves breadth-first-search (BFS) traver-

sal on the graph from a designated source node in every iteration. In our parallelization

strategy of the forward-pass, we process the vertices in a level-synchronous fashion, and

the thread assigned to a node updates the attributes of its neighbors. Reordering of ver-

tices is shown to be effective in improving the spatial locality of vertices by assigning

consecutive id’s to those that are likely to be accessed in tandem (Nodehi Sabet et al.

(2018); Balaji and Lucia (2019); Liu and Sherman (1976)). To improve vertex-centric

processing, ParTBC proposes a novel vertex-renumbering scheme to modify the graph

layout such that the connected nodes and their data are together for GPU-based pro-

cessing. For instance, in Figure 6.1, assume the warp-size to be 4. The vertices 4 – 7

are assigned to threads having the same id as the node. With vertex-centric processing,

the warp-threads will access the attributes of the first neighbor of the respective vertices

concurrently, and so on. Hence, the warp threads will access the locations 0, 8, 2 and

10 in the node attributes array together. Further assume that the accesses to a chunk

of 4 words can be coalesced. Clearly, the accesses to the destination vertices’ {0, 8, 2,

10} data in the node attributes array are not coalesced since these lie in three separate

4-word chunk. We renumber the vertices such that the vertices to be accessed by the

warp-threads are assigned nearby id’s; this results in improved coalescing. The vertex-

renumbering is performed once at the time of loading the graph. The following is the

renumbering scheme (for Line 2 in Algorithm 9):

We pick a lowest degree neighbor of a vertex having the highest degree and perform

a BFS traversal on the graph, to obtain a BFS tree. The vertices at the same level in

the BFS tree are assigned id’s in a round-robin fashion: the first neighbor of each of

the parents from the previous level is assigned a new id followed by the renumbering

of all the second-neighbors, and so on. The foregoing renumbering scheme ensures
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that the threads of a warp access nearby locations while accessing the attributes of the

destination vertices in the node attribute array. Since the graph is undirected, the renum-

bering helps improve the coalescing in every outer iteration of Brandes’ algorithm. The

choice of the source of this BFS traversal helps on two accounts: (i) as we will see, we

are likely to pick a node with a low degree as a source vertex in Brandes’ algorithm

(Section 6.4). So, picking a low-degree neighbor of the high-degree node as a source

ensures near-perfect coalesced accesses in an iteration of the Brandes’ algorithm. (ii)

a high-degree node is likely to be visited a higher number of times overall iterations in

BC computation (Sections 6.4). So picking a neighbor of a high degree node is a better

choice than starting at an arbitrary node.

For example, in the graph G from Figure 6.1, vertex 12 has the highest degree. We

perform BFS from vertex 8, which is a lowest degree neighbor of 12. Vertex 8 is at level

zero, vertices 5 and 12 are at level 1, vertices 3, 6, 7, 11, 14 are at level 2, while other

vertices are at level 3. Figure 6.2 shows the graph with vertices renumbered, along with

its memory layout. The attributes array for the destination vertices has more coalesced

accesses in the renumbered graph.

The renumbering-scheme is applicable, in general, to all graph algorithms that are

implemented using the vertex-centric approach and node values are propagated by up-

dating neighbors’ values through outgoing edges.

6.4 Techniques for Fast BC estimation

We present a systematic study of the use of approximate computing in the computation

of top-k betweenness centrality vertices. Our key observation is that not all sources

in Brandes’ algorithm (line 2, Algorithm 7) contribute equally to the BC values. We

present a host of techniques to identify vertices to be picked as sources that enable

enough contribution to the BC of the vertices early to facilitate quicker identification

of top-k BC vertices. Our strategy is to identify those vertices which would eventually

have high BC values, in the early iterations of the Brandes’ algorithm.

Based on Property-1 and Observation-1 from Section 6.1 we hypothesize that in
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order to impart a high share of their BC values early to the eventual high BC nodes, we

should preferentially pick the low and moderate degree nodes as sources. The intuition

is that such a choice of sources would increase the BC score of a high degree node

and not of the low and the moderate degree neighbors of it. This would widen the gap

between the eventual low and high BC vertices, thus allowing us to decide the top-k

nodes in the early iterations. For our purpose, we categorize the nodes into low-order,

moderate-order and high-order vertices. In the list of vertices sorted in ascending order

by node degree, the first 25% are the low-order vertices, the next 50% are moderate-

order vertices and the remaining 25% are the high-order vertices. Our experiments and

analysis revealed that the number of iterations required for termination are indeed fewer

when preferentially picking low- and moderate-order neighbors of high order nodes as

sources. So, the high-level idea is to devise schemes that enable us to pick such nodes as

sources in the early iterations. By filtering out the source vertices carefully, performance

gains are substantial due to a sizeable reduction in the total work done.

Termination of execution. For each of the techniques, there are two ways to specify the

termination of execution. One, we may specify the number of iterations as a percentage

(α%) of the total number of iterations. Two, we may specify an online stopping criterion

to get the desired accuracy. The second approach is preferable since it allows us to

control the performance–accuracy tradeoff.

For the latter approach, we need to define a metric that captures the quality of the

top-k nodes reported. A desired metric for computing the output quality of top-k be-

tweenness centrality nodes in a graph is the set difference between the set of exact top-k

nodes and those computed using an approximate technique. This quality metric requires

knowing the ground-truth (i.e., the exact top-k nodes), which would be available only

upon running Brandes’ algorithm to completion. Hence, we require a metric that can

be computed at each iteration of Brandes’ algorithm rather than at the end of the com-

putation, to help us decide if we have reached the desired accuracy and thus terminate

the execution.

A plausible proxy for the above metric is: tracking the node having the k-th highest

BC value in every iteration and checking if the node having the k-th highest BC value

has stabilized (i.e., it is unchanged for all remaining iterations).
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Lemma 1: If the k-th highest BC node does not change across iterations, then the set of

top-k BC nodes also remains unchanged.

Proof: Consider two consecutive iterations of the outermost loop in Brandes’ algorithm:

i and i+1, such that i < i+1 ≤ |V |. Note that BC of a vertex monotonically increases

in every iteration. Let, the set of vertices, V be partitioned into two sets, S and S ′.

S contains the top-k (k ≤ |V |) BC nodes and S ′ = V \ S. At each iteration, we

maintain the invariant that the cardinality of S is k and that it holds the top-k BC nodes.

Further, let’s define a sequence on the elements of set S: πs = (v1, v2, v3, . . . , vk) such

that BC(v1) ≥ BC(v2) ≥ BC(v3) . . .≥ BC(vk). Let, vk ∈ S be the last element in the

sequence πs, at the end of iteration i. Now, suppose at the end of iteration i + 1, a

node from S ′ moves to S (due to increase in its BC value), then a node from S must

move to S ′ to maintain the invariant. Further, the node that moves from S ′ to S must

have BC greater than or equal to BC(vk). So, the element to be displaced from S must

have BC equal to BC(vk). Let us assume the last element in sequence πs, i.e. vk, will

be displaced in the event of multiple nodes having the same BC value as vk. Thus, if

the element vk is the same after iterations i and i + 1, it implies that the rest of the

elements in the set S are also unaltered. The result holds for any two iterations i and j

s.t. i < j ≤ |V |.

There are two issues with using the aforementioned proxy metric: (1) it requires

determining the k-th highest BC node after every iteration (which has a time complex-

ity of O(|V |)), thus introducing significant time overhead. (2) the node with the k-th

highest BC needs to be tracked for all iterations in order to establish that the position of

k-th highest BC node is unchanged — this makes this metric unsuitable for online error

estimation.

To design a pragmatic scheme for accurate estimation of online error, we draw on

the observation that by the iteration when the ranks of highest few BC nodes are settled,

the other high BC nodes also get a sufficiently large share of their respective BC values.

Thus tracking only a fixed number of highest BC nodes may suffice.

Therefore, in each iteration of Brandes’ algorithm, we maintain the set, St, of top-

t (t ≤ k) vertices. We track the number of successive iterations for which the set

St remains unchanged. We terminate the execution when this count reaches Ct. The
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choices of t and Ct depend on the techniques used for picking the source nodes (Sec-

tions 6.4.1 through 6.4.5) and the type of the input graph. This scheme enables us to

accurately estimate on-the-fly when the error in the top-k becomes substantially small.

Our experiments showed that for the techniques in Sections 6.4.1–6.4.3, 40 ≤ t ≤

50 and 5 ≤ Ct ≤ 10 results in desirable speedups and accuracy. On the other hand,

for the techniques presented in Sections 6.4.4–6.4.5, 5 ≤ t ≤ 10 and 3 ≤ Ct ≤ 5

are sufficient to achieve similar accuracy as with the previous techniques. This can be

attributed to the fact that the choice of sources using the latter techniques imparts a

larger share of the respective BC values to the vertices quicker. Hence stabilization of

the ranks of a few high BC nodes for a few iterations indicates that the ranks of the

other nodes are also stabilized, with a good chance.

We discuss the techniques proposed by ParTBC below.

6.4.1 Random Selection of Source Vertices (Random)

From a uniformly random permutation of the vertices, we select a subset, guided by the

stopping criterion. With this technique, we pick source vertices with varied connectivity

and characteristics. In real-world scale-free graphs (that have many low degree nodes

and a few high degree nodes), the probability of picking the high degree nodes as source

early is less due to their number. Hence, random selection of nodes naturally leads to

the selection of low and moderate degree sources. The nodes so picked include a fair

number of non-high degree neighbors of high degree nodes. Hence, the BC scores

of the nodes acquired in the early iterations cause the relative BC scores of the graph

vertices to be indicative of their relative exact BC values, leading to high accuracy in

top-k computation with a small number of iterations. However, we need a large value

of t for getting high accuracy in fewer outerloop iterations. High value of t requires the

computation of the tth-largest BC node (Lemma 1) in each iteration, adding up to high

overhead.
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6.4.2 Node Selection in Ascending Degree Order (Ascending)

A natural order is based on vertex degree: ascending and descending. We pick the ver-

tices as sources in Brandes’ algorithm in that order. The overhead of sorting of vertices

(O(|V | log |V |)), which is a one-time operation, is a tiny fraction of the overall com-

putation time of exact BC scores. We observe that in several real-world graphs, the

low degree vertices are connected to other low degree vertices. So, the DAG formed

by selecting a low degree vertex as the source has more levels as compared to the one

resulting from picking a high degree vertex as the source; the DAG formed also has, on

average, a small number of nodes at each level. However, when the sources are selected

in ascending order of degrees, the vertices with high BC may not get enough contribu-

tion in the early iterations. This happens because the high degree vertices appear to-

wards the bottom of the DAG, and thus, not many vertices are reachable through them;

this results in reducing the dependency contribution. Further, in real-world graphs, low

degree nodes are connected to other low degree nodes, so few low-order nodes are

neighbors of high-order nodes. Hence, a larger number of iterations are required to de-

termine the top-k accurately. Similar to the Random technique, we need a large value

of t, adding a significant execution overhead.

6.4.3 Node Selection in Descending Degree Order (Descending)

In this technique, we arrange the source vertices in decreasing order by degree. Gen-

erally, the high degree vertices are found to be connected to other high degree vertices.

Hence, the DAG formed from such a vertex will have fewer levels and a high average

number of nodes at each level. Since the sources selected are in descending order, all

the vertices with high BC receive large BC contributions in the early iterations because

the high degree vertices tend to appear at the top of the DAG which results in more

number of vertices being reachable via them. The moderate- and low-order neighbors

of high-order nodes are picked sooner than when following ascending order for select-

ing sources. So, fewer iterations are required to estimate the top-k with high accuracy.

However, similar to Ascending, computing the stopping criteria has a high overhead.

99



6.4.4 Selecting Low-Degree Neighbors of High Degree Vertices
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Figure 6.3: Neighbors of high-degree vertices
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Figure 6.4: Layout for techniques

From Observation-1, high degree vertices and the cut-vertices connecting large clusters

are more likely to have large BC values. We also note that in Brandes’ algorithm, when

we pick a node as a source, the BC values increase more for those vertices that are

at the initial levels of the DAG and have more vertices reachable from them. Thus,

based on Property-1, to reduce the polluting of the vertices (increase in BC value of an

unimportant node by as much as an important node, in an iteration), it is beneficial to

pick the immediate neighbors of high degree vertices as sources (Figure 6.3). Further,

among the immediate neighbors, we pick the low degree neighbors as sources first, with

the assumption that the low degree vertices are likely to have lower BC than the high

degree vertices, in general. Consider the scenario in Figure 6.3. Suppose v and w are

low degree 1-hop and 2-hop neighbors, respectively, of a high degree node, u. In this

case, we prefer to pick the node v over w as the source. Picking v (1-hop neighbor of

u) as the source would increase the BC value of u more than that of w in that iteration

and widen the gap in their BC values, enabling computation of top-k in fewer iterations.

With this technique, the vertices connecting large clusters also get a high BC value, as

desired. When a source is selected, the DAG formed has such connecting vertices as

the dominator of many other vertices, and thus, they receive enough BC contribution.

The technique can be combined with Ascending and Descending. We consider only

the high-order vertices and sort them in descending order by degree. Further, the neigh-

bors of each of these are sorted in ascending order by degree. Additionally, nodes
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having equal degrees are arranged in ascending order by node id. We then select the

neighbors in a round-robin fashion. Round-robin means that we select the unpicked

lowest-degree neighbor of the highest degree vertex, followed by the lowest-degree

neighbor of the second-highest vertex, that is not already selected, and so on. For ex-

ample, in Figure 6.4, the vertices selected as sources are v1a, v2a, . . ., v3a, v1b, v2b,

and so on, in that sequence.

A caveat in the round-robin selection of source vertices is that in real-world graphs,

high-degree vertices are often neighbors of other high-degree vertices, and this scheme

may end up selecting the high-degree neighbors (instead of the low-degree neighbors)

of high-degree vertices. To address this issue, we select only the low-order neighbors.

Interestingly, setting the threshold on the neighbors’ degrees prohibits selecting

those high-order vertices as sources that are the neighbors of other high-order vertices.

Since a node is chosen as source only once, this prevents the selection of a vertex with

high degree over a vertex with low degree.

The threshold for high-order, moderate-order and low-order vertices can be tuned to

control the accuracy in the top-k vertices, and the resulting speedup. We call this tech-

nique Restricted-Round-Robin (RRR). Additionally, the number of low- and moderate-

order neighbors of high-order nodes picked as source using this technique are substan-

tially high by design. So, this method provides improved accuracy compared to earlier

techniques, but Random, for similar speedups. Further, unlike in the prior techniques,

the stopping condition can be faithfully computed by tracking only upto 5 highest BC

nodes across iterations, which is computable in O(1).

6.4.5 Dynamic Selection of Source

In this technique, we also take into account the BC scores of the vertices up to that

iteration to determine the source vertex for the next iteration. We observe that once the

vertices get a healthy share of their respective final BC scores, the vertices with low BC

are likely to continue having a low relative BC score in the subsequent iterations. We

exploit this observation to select that so far unpicked vertex as the source for the next

iteration, which has the least BC value up to that iteration. Again, based on Property-1,
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we further try to minimize the BC value of that particular vertex by selecting it as a

source. By minimizing the BC value of the lowest BC node, we increase all the other

remaining vertices’ BC values and not just of a select few. So by selecting different

sources dynamically, all the vertices having moderately high or high BC values get

contributions relative to the vertices’ eventual BC values by selecting the low BC ver-

tices as sources, and this also widens the gap between the eventual high BC and low BC

vertices.

Now, to provide the vertices sufficient representative share of their BC values before

going for the dynamic scheme, we execute the initial few iterations of the Brandes’

algorithm. The choice of the source vertices for these initial iterations is crucial since

we want the vertices to have a sufficient share of the BC values as quickly as possible.

In the entire execution, no node is picked more than once. We discuss the heuristics for

selecting these initial sources. We empirically found that selecting 5% source vertices is

reasonable for contributing a good share of BC values to each vertex (and also improves

execution time).

Descending (Dyn)

We sort the vertices in descending order of their degrees. We then pick the top 5%

vertices from this sorted list as the initial set of source vertices. After the 5% outer loop

iterations, in the subsequent iterations, the vertex picked as the source is a node with

the least BC score up to that iteration that has not been picked already.

Dynamic Round Robin (DynRR)

We observed that with the selection of fewer source vertices, RRR achieves better results

than Dyn. However, if a large number of sources are selected, Dyn works better and

has smaller error compared to RRR for the same number of sources. This suggests that

picking the initial set of source vertices using RRR is beneficial.

For the first 5% iterations, we select the vertices as sources in a round-robin fashion,

selecting only those that have a degree less than a threshold (which is set to average node

degree). Further, for the selection of sources in the iterations following the first 5%, we
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consider neighbors of vertices having degree greater than the average degree. From this

subset of vertices, the one having the least BC value up to that iteration is selected as

the source for the next iteration. This helps limit the search space further to only those

vertices which, when picked as source, contribute significantly to boosting the values of

the important vertices. Selecting the sources based on BC values computed until then

increases the BC values of their neighbors (the high degree vertices), which improves

accuracy.

DynRR is found to perform the best among all the techniques, that is, it either has

the lowest error for the same number of source vertices compared to other techniques,

or it achieves better speedup than the other techniques for similar accuracy. It works

well for all types of graphs and produces uniform results for all values of k.

Additionally, the number of low- and moderate-order neighbors of high-order nodes

picked as the source using Dyn and DynRR technique is substantially high by design.

So, these methods provide improved accuracy and speedups compared to earlier tech-

niques. Further, the stopping condition requires us to keep track of only up to 5 highest

BC nodes across iterations, which is computable inO(1). Hence, the overhead of com-

puting the stopping criteria is negligible at each iteration.

6.5 Experimental Evaluation

We evaluate the performance and effectiveness of ParTBC’s techniques for estimating

top-k BC vertices.

Machine Configuration. We use the same machine as described in Section 4.4.

Input Graphs. We use input graphs (Table 6.1) from SNAP (Leskovec and Sosič

(2014)) and KONECT (Kunegis (2017)), with different characteristics, to study the

efficacy of our approach. These include social networks (such as Pokec) having small-

world property, road networks (such as San Francisco) having large diameters, RMAT

graphs which are synthetically generated scale-free graphs (Madduri and Bader (2006)),

and random graphs which do not exhibit any specific structure.

Note: Determining the exact top-k BC-vertices (for establishing the ground-truth) re-
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Graph |V | |E| Graph type
fb-Friendships (FB) 63,731 817,035 Facebook friendship graph

soc-Pokec (SP) 1,632,803 30,622,564 Online social network
loc-Gowalla (LG) 196,591 950,327 Location-based social network

roadnetSF (RNSF) 174,424 221,802 San Francisco road network
usroad48 (RNUS) 102,615 147,656 Continental US road network

rmat17 (RMT) 130,977 2,091,451 R-MAT using GTgraph
random17 (RNM) 131,072 2,096,902 Random graph using GTgraph

Table 6.1: Input graphs

Graph
Time (sec) Speedup

(NVR/VR)
Graph reordering

NVR VR Time(sec)
fb-Friendships 1020 836 1.22× 5

soc-Pokec 214578 174453 1.23× 32
loc-Gowalla 26760 22677 1.18× 9
roadnetSF 2900 2566 1.13× 5
usroad48 3810 3371 1.13× 4
rmat17 1550 1302 1.19× 6

random17 616 592 1.04× 7

Table 6.2: Effect of vertex numbering on exact version
(NVR: no vertex renumbering, VR: with vertex renumbering)

quires computing the exact BC values of the vertices. Given the high time complexity

of betweenness centrality computation, the exact computation takes very long (multiple

days) on large graphs. Thus, we chose relatively small-sized graphs for our evaluation.

Baselines. We use two baselines to evaluate our techniques. First, we compare the per-

formance of ParTBC against the exact parallel Brandes’ algorithm on GPU for comput-

ing top-k vertices. Second, we compare the performance of ParTBC with the approxi-

mation algorithm in ABRA (Riondato and Upfal (2018)), which is the state-of-the-art in

approximate BC top-k computation.

Effect of graph reordering. The execution times for the exact BC computation (which

dominates top-k computation) on the graphs for Baseline-I are presented in Table 6.2.

In Table 6.2 we report the time taken in the exact BC computation with and without the

graph reordering (Phase-I of Algorithm 9). Note that the graph reordering technique is

independent of Phase-II of Algorithm 9 and depends only on the input graph. We also

Graph Global Memory Load Efficiency (%)
Without Vertex Renumbering With Vertex Renumbering

fb-Friendships 19.5 59.4
soc-Pokec 23.3 70.7

loc-Gowalla 24.2 64.6
roadnetSF 25.2 66.3
usroad48 26.3 57.8

rmat17 22.1 63.5
random17 13.8 39.2

Table 6.3: Effect of vertex renumbering on global memory coalescing
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Graph Speedup w.r.t. Speedup breakdown
(w.r.t. exact parallel)

Exact Parallel ABRA VR DynRR
fb-Friendships 2.80× 4.28× 1.22× 2.29×

soc-Pokec 2.76× 4.31× 1.20× 2.30×
loc-Gowalla 2.48× 4.16× 1.18× 2.10×
roadnetSF 2.71× 4.72× 1.13× 2.40×
usroad48 2.68× 4.63× 1.13× 2.37×
rmat17 2.65× 4.18× 1.19× 2.22×

random17 1.67× 1.92× 1.04× 1.61×
geomean 2.5× 3.88× 1.15× 2.17×

Table 6.4: Performance of ParTBC w.r.t. exact parallel Brandes’ algorithm and ABRA
(VR: vertex renumbering) Error ∼ 6%.

Graph
Error ∼10% Error ∼20% Error ∼50%
Speedup w.r.t. Speedup w.r.t. Speedup w.r.t.

Exact Parallel ABRA Exact Parallel ABRA Exact Parallel ABRA
fb-Friendships 4.01× 4.49× 8.68× 8.13× 19.94× 8.98×

soc-Pokec 3.94× 4.52× 8.55× 8.18× 19.65× 9.05×
loc-Gowalla 3.54× 4.36× 7.68× 7.90× 17.65× 8.74×
roadnetSF 3.88× 4.95× 8.40× 8.96× 19.28× 9.91×
usroad48 3.83× 4.86× 8.31× 8.79× 19.08× 9.72×
rmat17 3.79× 4.38× 8.21× 7.94× 18.68× 8.77×

random17 2.38× 2.01× 5.17× 3.64× 11.89× 4.32×
geomean 3.58× 4.08× 7.76× 7.38× 17.82× 8.16×

Table 6.5: Performance of ParTBC w.r.t. exact parallel Brandes’ algorithm and ABRA
Error ∼ 10%, 20%, 50%.

report the time taken for graph reordering, which is observed to be negligible (less than

1%) compared to the total execution time of the BC computation. In order to measure

the effect of vertex renumbering on global memory coalescing, we measure the global

memory load efficiency (gld_efficiency) collected using NVIDIA’s visual profiler. Ta-

ble 6.3 presents the gld_efficiency (expressed as a percentage) in parallel Brandes’ al-

gorithm on the graph before and after vertex renumbering. Higher the gld_efficiency,

better is the memory coalescing. We observe that the gld_efficiency increases as a result

of vertex renumbering. This reaffirms our time-investment in vertex renumbering.

We observe that the performance of the exact parallel version on the modified graph

layout (resulting from vertex-renumbering) is consistently better than that on the orig-

inal layout, for all types of graphs, resulting in an average speedup of 1.15×. The

improvement is primarily due to better global memory coalescing. We also observe that

power-law graphs (such as FB), get benefited more due to coalescing. This happens due

to a high number of active nodes in an iteration (due to small diameter), in the level-

synchronous BFS traversal in the forward-pass. This leads to more coalesced memory

accesses once the graph is made more structured. For road networks (e.g., RNSF), the

gains are limited as only a few nodes are active in each iteration, and the number of
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accesses to nearby nodes (after renumbering) is limited. Due to a lack of structure,

random graphs are not sensitive to vertex renumbering.

6.5.1 Overall Results

We evaluate the inaccuracy of ParTBC techniques as follows: Let bcG be the exact

set of top-k vertices, and b̃cG be the set of top-k reported by ParTBC. Then the error

incurred for each of the techniques is measured as |bcG − b̃cG|.

Comparison with Baseline-I and Baseline-II.

Table 6.4 compares the performance of DynRR from ParTBC with the two

baselines at 6% inaccuracy. We report the speedups averaged across k ∈

{100, 500, 1000, 2000, 3000, 5000} for error ∼ 6% for both ABRA and ParTBC.

We observe that for 6% inaccuracy the geomean speedup of ParTBC w.r.t.

Baseline-I is 2.5× while that w.r.t. ABRA is 3.88×. We also present a breakup of

the contribution of each of the two phases of Algorithm 9 in the speedup achieved w.r.t.

Baseline-I. Table 6.5 presents the performance of DynRR from ParTBC w.r.t. the two

baselines at 10%, 20% and 50% inaccuracy. The results show that for the size and type

of graphs in our test suite, the ParTBC outperforms ABRA consistently without failing

the accuracy constraint. This is because ABRA uses an iterative progressive-sampling

based approximation algorithm. Its execution time is contingent on the sample size, the

number of samples, and the number of iterations, all of which grow with the size of the

graph for a specified value of accuracy. Additionally, the sample size is updated in each

iteration. In contrast, ParTBC scales well with the size of the graph. There is a very

gradual increase in the overhead (which primarily includes time for graph reordering in

Phase-I, time for online selection of sources, and time for computing the termination

condition) with an increase in the graph size. In addition, ParTBC reduces the amount

of work done by the same factor irrespective of the size of the graph, for obtaining the

specified accuracy. Hence, even for moderate-sized graphs, as in our test-suite, ABRA

takes longer than ParTBC across graphs and different values of k. All techniques in

ParTBC consistently outperform ABRA on moderate- and large-sized graphs. ABRA

performs better than ParTBC with better accuracy on small graphs such as Enron-email
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(|V | = 36,682 |E| = 183,831).

As observed, ParTBC outperforms the Baseline-I in exchange of lower accuracy.

This is expected due to the lower overall work done by the techniques in ParTBC.

With ParTBC, we obtain appreciable speedups for error ≥ 6%. For achieving er-

ror below 6% using the proposed techniques, we need to select a very large fraction

(> 80%) of the vertices as sources, thus tending towards the exact version of Brandes’

algorithm. As a result, the performance gains for error below 6% are diminished. In our

experiments we do not show results for error below 6% because we do not observe any

noticeable performance improvement. Using ParTBC would be helpful in applications

where an error of ∼ 6% or higher is acceptable in top-k betweenness centrality vertex

computation.

Evaluation of Source Selection Techniques in ParTBC. Next, we evaluate the effect

of the approximate techniques for the selection of sources (Section 6.4). We do so

by using the parallel implementation of Brandes’ algorithm (from Baseline-I) executed

on the modified graph layout, post vertex-renumbering as the new baseline. We call

this Baseline-III. In Table 6.6, we report the comparison of the ParTBC techniques

with Baseline-III. This is the geomean speedup and error of the different techniques in

ParTBC computed across k ∈ {100, 500, 1000, 2000, 3000, 5000} for all graphs in our

testbed. α denotes the fraction of vertices chosen as sources.

We observe that the techniques achieve high speedups for smaller α. This is due to

fewer outerloop iterations. On the other hand, as one would expect, the approximation

error is also high. As α increases, both the speedup and the error reduce. Out of the

six variants, Random and DynRR achieve the least error. The effect-difference across

techniques, however, reduces with increasing α; for instance, beyond α = 0.8, all the

techniques achieve similar accuracy.

We observe that for α ≥ 0.5, the overall mean error is less than 6% for techniques

Random, RRR, Dyn, DynRR, with decent speedups. Thus, these techniques bear the

potential to estimate the set of top-k vertices faster with a small accuracy loss for a

variety of graphs.

To study the robustness of the proposed techniques, we study the effect of varying
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R
an

do
m

α
Mean Mean

D
yn

α
Mean Mean

speedup error speedup error
0.1 7.6× 9.7% 0.1 8.3× 16.4%
0.2 3.3× 7.3% 0.2 3.9× 11.9%
0.3 2.6× 5.4% 0.3 2.7× 8.6%
0.4 1.8× 4.9% 0.4 2.2× 7.1%
0.5 1.3× 3.7% 0.5 1.8× 5.5%
0.6 1.2× 3.0% 0.6 1.2× 4.2%
0.7 1.1× 2.4% 0.7 1.1× 3.0%
0.8 1.1× 2.0% 0.8 1.1× 2.0%

A
sc

en
di

ng

0.1 7.4× 27.7%

D
es

ce
nd

in
g

0.1 7.3× 17.3%
0.2 3.2× 20.1% 0.2 3.2× 13.0%
0.3 2.4× 14.6% 0.3 2.4× 9.6%
0.4 1.6× 12.0% 0.4 1.7× 8.7%
0.5 1.3× 9.3% 0.5 1.4× 6.6%
0.6 1.1× 4.9% 0.6 1.2× 5.0%
0.7 1.1× 3.6% 0.7 1.1× 4.7%
0.8 1.1× 2.2% 0.8 1.1× 3.5%

R
R

R

0.1 8.1× 11.9%
D

yn
R

R
0.1 8.7× 15.8%

0.2 3.6× 10.0% 0.2 3.8× 10.5%
0.3 2.4× 7.9% 0.3 2.8× 8.1%
0.4 2.1× 7.1% 0.4 2.1× 6.9%
0.5 1.6× 5.8% 0.5 1.7× 5.3%
0.6 1.2× 4.2% 0.6 1.3× 4.1%
0.7 1.1× 3.0% 0.7 1.2× 2.8%
0.8 1.1× 2.5% 0.8 1.1× 1.6%

Table 6.6: Overall results
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Figure 6.5: Graph-wise effect of varying k on the error for α = 0.5
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Figure 6.6: Effect of varying k on the error for DynRR

k on error. Figure 6.5 shows the variation in error with k on different graphs for various

proposed techniques for α = 0.5. As a general trend across all graphs, the absolute

error in top-k increases with k.

For α = 0.5, the error is least for the road-network graph (RNUS) – below 6%

across all techniques, while the error is highest for the random graph (RNM). In the

case of RNUS graph, RRR maintains the least error (below 2%) for all k. Random,

Dyn, and DynRR follow closely with error less than 3%. The increase in error with k is

slow for these four techniques. RRR leads to the least error for road-networks because

a road-network has low, uniform vertex degrees. Thus selecting the nodes in a round-

robin fashion selects favorable source nodes. The Random technique performs well on

road-networks since nodes have similar characteristics.

We note that for power-law graphs (e.g. SP, RMT), the error is small (below 6%) for

the Random, Dyn and DynRR techniques. The error for these three techniques decreases

rapidly with an increase in k, and the errors are also very similar for large k. Uptil

k = 2000, Random has the least error (below 4%), but for higher k, the Dyn and DynRR

have the least errors (below 4%). In general, DynRR performs well for larger k for all

graphs because the initial set of seed nodes selected using the round-robin technique

provides a fair share of the BC values to the various important nodes.

Among all graphs, random graph (e.g. RNM) exhibits high error. It is because

of a lack of well-defined structure. It is noteworthy that for DynRR (Figure 6.6), the
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error does not exceed 7% for any of the graphs for α = 0.5 for reasonably large k

in our setup. The deviation in error is also small. Overall, DynRR emerges as a very

stable technique that works consistently well across all but random graphs, for all k.

We observed similar patterns in variation of k for α = 0.8.

6.5.2 Effects of the fraction of source nodes

Figure 6.7 shows the variation in error with α for various proposed techniques for k =

500. For each graph, for each technique, the error decreases with increase in α since

a higher value of α translates to performing more work and moving closer to the exact

version (α = 1).

For k = 500, we observe that for road-network graphs (e.g. RNUS), beyond α =

0.3 the change in error is small and very gradual for Dyn and DynRR. The error is also

low. The slight slope of the curve suggests little change in the relative ordering of the

BC scores of the nodes on choosing more source nodes. It also hints at the scalability of

these techniques for road-networks. We may terminate Brandes’ algorithm after 30%

iterations, without incurring high error, and gain immensely in execution time.

The error tends to decrease slowly in case of SP and RMT graphs with DynRR,

RRR, Dyn and Random for α ≥ 0.5. For RNM graph, it is seen that there is a steep

decrease in error values with increase in α. This shows that the relative ordering of

nodes continues to change even for high α. Thus, for random graphs, exact BC needs

to be computed for top-k. Overall, we observe that the technique DynRR has quite a

good accuracy for most of the graphs (Figure 6.8) for α ≥ 0.5. At α = 0.5, the error is

less than 5% for most of the graphs, and as α increases, the percentage error decreases,

which indicates the robustness and the scalability of the technique. We observed similar

trends for higher values of k.

While the results suggest that the techniques DynRR and Random are comparable,

DynRR trumps Random in practice on two accounts: 1) DynRR has lower overhead in

computing the stopping condition compared to Random. 2) DynRR is deterministic,

while in case of Random, an execution may result in higher inaccuracy than usual due

to the selection of unfavorable source nodes.
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Figure 6.7: Graph-wise effect of varying α on the error for k = 500
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Figure 6.8: Effect of varying α on the error for DynRR
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6.5.3 Controlling the number of outerloop iterations

For all the techniques in ParTBC, the number of outerloop iterations can be tuned by

setting an appropriate stopping criterion. For every technique, the speedup and error

are tied to the number of outerloop iterations. As discussed in Section 6.4, the stopping

criterion is a function of Ct and t. In general, t dominates Ct in governing the number

of iterations as the top-t vertices typically stabilize in P (� Ct) iterations.

The trends in Figure 6.7 can be used as a guideline for setting Ct and t for different

types of graphs. In general, to get good speedups and accuracy across all the proposed

techniques, Ct and t should both be set to a small value for road-networks. For power-

law graphs, Ct and t should be higher.

In our experiments, for DynRR, we assign Ct = 5 and t = 5 for power-law graphs,

and Ct = 4 and t = 3 for road-networks. This resulted in the execution of 55% outer-

loop iterations for LG graph and 28% iterations for the RNUS graph using DynRR. On

the other hand, for Random, we assign Ct = 10 and t = 50 for power-law graphs, and

Ct = 5 and t = 40 for road-networks. This resulted in the execution of 60% outerloop

iterations for LG graph and 35% iterations for the RNUS graph using Random.

6.5.4 Discussion on quality of the reported top-k

To assess the quality of the top-k nodes reported by the proposed techniques, we con-

sider two measures: (i) the mean exact rank of the nodes in top-k that are not reported

using the approximate techniques. (ii) the mean exact rank of the nodes that are not in

the exact top-k but are erroneously included.

We argue, on empirical evidence, that the nodes we report as top-k are indeed im-

portant. We observe that the top-k nodes we fail to include in the set of top-k vertices

are the ones that have their true ranks close to k, based on their exact BC scores. So,

our techniques miss out on less important nodes among the exact top-k. Figure 6.9

shows the average true rank of the nodes we missed for DynRR. The average rank is

expressed as a fraction of k. The nodes having lower ranks are more important. In the

plot, values close to 100% depict that the nodes we missed have an actual rank closer to
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(b) α = 0.5
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Figure 6.9: Average rank of top-k vertices missed (expressed as a percentage of k)
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Figure 6.10: Average rank of vertices erroneously included in top-k (expressed as k /
Avg. rank)
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k. We observe that for low α (Figure 6.9a), we miss more number of important nodes

for all types of graphs. This is due to a high error in the reported top-k. For α = 0.5

(Figure 6.9b), the values lie between 90% and 100% for all graphs except for random

graphs, for which the error in top-k is high. Following a similar trend, the accuracy

approaches 100% for α = 0.8 (Figure 6.9c) for all the graphs. Among the graphs, the

road network is the most stable for all k for all α, while the random graph is the most

unstable. In general, we observe that average rank of the nodes missed (as a percentage

of k) is proportional to the accuracy of the technique. This shows that we miss the nodes

having true ranks in the range (accuracy% of k, k).

We further observe that the nodes we erroneously include in the top-k vertices are

also among the important nodes although they are not in the exact top-k vertices. In

order to verify this, we observed the ratio R = k

true avg. rank of erroneous nodes. Fig-

ure 6.10 shows this ratio, expressed as a percentage, for DynRR. Higher this value,

closer is the average rank of the erroneous nodes to k. From the plot, we can compute

the range of the true ranks of the erroneously included nodes within ((1 − 1/R) × k)

away from k on an average. For α = 0.5 (Figure 6.10b), the values are in the range

90% – 100% for all the graphs except the random graph. The true rank of the nodes

erroneously included in the top-k are in the range [k+1, 1
0.9
×k), that is, [k+1, 1.1×k).

For higher α, the range shrinks. For α = 0.8 (Figure 6.10c), the range reduces to [k+1,

1.02× k) on an average for all graphs except the random graph. Since the true rank of

the erroneous nodes is close to k, the nodes we include in the top-k are important.

6.5.5 ParTBC techniques are platform-independent

We believe that the ParTBC techniques are platform-independent. The source selection

techniques in ParTBC exploit the fact that in Brandes’ algorithm, the subset of the ver-

tices picked as sources, and their order is instrumental in distributing a sizeable fraction

of their respective BC scores in the early iterations of the algorithm, facilitating quicker

estimation of the top-k vertices. These do not depend on or exploit any GPU-specific

details such the GPU architecture. Hence, while we have evaluated the techniques only

on GPU, we believe that ParTBC would work on CPUs too.
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6.6 Summary

In this chapter, we presented a systematic study of heuristics for selecting source ver-

tices in Brandes’ algorithm that enable us to establish the relative ordering among the

nodes quicker. Further, we proposed a novel graph-reordering scheme to make the

graph layout more regular to allow efficient coalesced access of data to/from global

memory in parallel Brandes’ algorithm on GPU. The renumbering scheme is beneficial

to other parallel graph algorithms on GPUs that employ vertex-centric push-based im-

plementation. We demonstrated empirically that our proposed techniques compute the

top-k BC vertices with a speedup of 2.5× compared to the exact parallel Brandes’ algo-

rithm in exchange for a mean error of less than 6% on graphs of varying characteristics.

Our techniques are robust and work well for larger values of k.
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CHAPTER 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we proposed several i) algorithm- and architecture-independent;

ii) algorithm-independent but architecture-specific, and iii) algorithm-specific but

architecture-independent techniques for enhancing the efficiency of parallel graph pro-

cessing using approximate computing. As evidenced by the experimental evaluation,

our proposals are effective in improving the performance of popular graph algorithms

for various classes of graphs encountered in practice, at the expense of accuracy.

With Graprox, we studied the effect of various algorithmic approximations on

graph algorithms on GPUs. It is believed that for irregular computations such as graph

algorithms, the effectiveness of a technique depends primarily upon the input. For in-

stance, there exist algorithms that target specially power-law graphs and which do not

work well with large diameter graphs. On the contrary, our study showed that while the

amounts of performance improvement and inaccuracy vary, approximations are consis-

tently helpful in achieving the trade-off well. Our techniques are general and applicable

to other graph algorithms as well.

We next proposed Graffix— a set of graph transformation techniques for making

graph processing on GPUs performant using approximate computing. Our techniques

are targeted at improving memory coalescing, memory latency, and thread divergence.

In order to improve memory coalescing, we reorder the graph vertices and replicate a

select set of vertices to make the graph more structured. We reduce memory latency

by processing the well-connected sub-graphs, iteratively, inside shared memory. We

alleviate thread divergence, resulting from skewed degree distribution, by normalizing

degrees across nodes assigned to a warp. We illustrated that our proposed techniques

reduce execution times of parallel implementations of graph algorithms appreciably in

exchange for small inaccuracies in the final output.



ParTBC proposed techniques for faster estimation of top-k betweenness centrality

vertices in a graph. Our techniques are aimed at picking a subset of the vertices as

sources in a specific order such that all graph vertices receive a sizeable fraction of their

respective BC scores in the early iterations of Brandes’ algorithm, facilitating quicker

estimation of the top-k vertices. We demonstrated, empirically, the effectiveness of our

techniques on graphs of varying characteristics and sizes.

A key feature of all the techniques presented in the thesis is that they provide tun-

able knobs to change the degree of approximation injected and control the performance-

accuracy trade-off in graph applications. Our approximate computing techniques com-

plement (and do not compete with) the existing optimization techniques and could be

applied on top of these optimizations to enhance the execution performance further.

Overall, we showed that approximate computation of graph algorithms is a robust

way of dealing with irregularities. Approximate computing combined with paralleliza-

tion promises to make heavy-weight graph computation practical, as well as scalable.

We envision that with rapidly growing data sizes, our techniques would be a build-

ing block for (i) versatile devices performing a range of precision-efficiency trade-offs,

and (ii) software models that predict the right amount of approximation to be added to

computation, to achieve a required service.

7.2 Limitations

The results presented in this thesis are empirical. For all the works – Graprox, Graffix

and ParTBC, we do not prove theoretical bounds on the quality of the results, i.e., the

magnitude of the error incurred upon applying our approximate methods.

We do not provide a cost model that outputs the appropriate values of the tunable

parameters for achieving the desired performance-accuracy tradeoff. While we provide

guidelines to assist in getting to the desired values of the tunable parameters faster,

determining the correct values would require running extensive experimentation for

a new algorithm-graph pair. The results we present in the thesis could be helpful in

designing such a cost model.
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7.3 Future Work

We discuss a few interesting directions that could be explored building on the ideas

presented in the thesis.

Parallel approximate processing on dynamic graphs. The ideas presented in the

thesis have been shown to be applicable and effective in improving the efficiency of

graph analytics on static graphs. However, many real-world graphs, such as social net-

works and communication networks, are observed to be dynamic, evolving over time.

A major challenge in the processing of dynamic graphs is to minimize re-computation,

after each update and to apply updates incrementally. It would be interesting to explore

techniques for incremental updates and approximate computing for further improving

the scalability of dynamic graph processing on GPU. In cases where the changes are

frequent, approximate computing may be used to consider only a subset of the changes

to improve the performance while incurring small errors. Further, updates may be con-

sidered to arrive in batches or as a stream (with a limited buffer). This may be exploited

to effect fewer re-computations by taking into account the cumulative effect or overlap-

ping computations of the batched updates.

Framework for high performance approximate graph processing. As we have

shown, combining parallelization with approximate graph processing promises signifi-

cantly higher performance in graph analytics. However, applying and devising approx-

imate techniques for getting the desired accuracy and efficiency is non-trivial and often

requires considerable effort, both in terms of programming and in arguing about the

error bounds on the solution. This is primarily because the performance and accuracy

of approximate techniques for graph analytics are contingent on the nature of the graph

algorithm, the input graph and the underlying hardware. There are several frameworks

that target exact graph analytics on parallel platforms. More recently there have been

efforts to design frameworks for specific graph approximations, such as lossy graph

compression. However, there are no generalized frameworks that facilitate design and

analysis of techniques for approximate graph processing. It would be useful to develop

a generalized framework for parallel approximate graph analytics. A key feature of the

framework would be a performance cost model that would enable the comparison of
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different applicable approximate computing techniques using an accuracy metric. The

accuracy metric may either be graph-specific, or algorithm-specific or both. The frame-

work would include a set of graph-specific and algorithm-specific accuracy measures.

The user may also specify a custom accuracy measure. For example, in case of algo-

rithms that output a vector of vertex attributes (e.g. betweenness centrality, pagerank),

the accuracy may be measured as a count of the number of vertices for which the de-

viation is more than the acceptable threshold. Further, given an approximation budget

(in terms of acceptable accuracy and desired speedup) and the accuracy metric, the sys-

tem would report the most suitable approximate computing technique. For example, a

technique with the highest speedup to error ratio may be deemed suitable if it respects

the specified budget. Designing mechanisms to evaluate the performance tradeoff of a

specific approximate technique is another challenge. Another important feature of the

framework would be to facilitate applying multiple approximate techniques, if feasible.

This would enable the user to develop techniques as a composition of existing ones.

Further, different techniques may perform well for different metrics and it may be un-

clear how they may perform together. The efficacy of the resulting technique may be

studied using the performance model of the framework. Introducing these functionali-

ties into existing high performance graph frameworks for exact graph processing would

require making major changes to the design and the existing code base.

Locality Sensitive Hashing based approximate parallel graph processing.

Locality Sensitive Hashing (LSH) (Indyk and Motwani (1998); Gionis et al. (1999))

allows us to hash objects into values such that objects that are similar will be hashed

to the same value with high probability. The notion of similarity needs to be defined

appropriately for different applications. A formal definition of LSH is the following:

A family of hash functions, H is called (r1, r2, P1, P2)–locality sensitive if for any

two items p and q

• if dist(p, q) ≤ r1, then PH[h(p) = h(q)] ≥ P1

• if dist(p, q) ≥ r2, then PH[h(p) = h(q)] ≤ P2; where r1 < r2, P1 > P2.

LSH-based methods provide asymptotic theoretical properties which could be lever-

aged for approximate parallel graph processing. A possible formulation could be the
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following:

For an algorithm (and for a class of graphs), define a notion of distance. This dis-

tance measure will let us decide the extent of similarity between the entities of interest.

More the distance, lesser the similarity between objects. Further, we would want this

distance to be a metric distance to make use of the theoretical guarantees provided by

LSH. The formulation of a locality sensitive hash function, for the decided notion of

distance, will be such that similar entities will be hashed in to the same bucket and

dissimilar entities hash in to different buckets.

The entities/objects of interest would be either edges or vertices, which will be

governed by the quantity being computed by the algorithm. For instance, for finding

strongly connected components, the LSH formulation would hash the nodes belonging

to the same strongly connected component in one bucket and so on. In the case of top-k

BC-vertex computation, the nodes whose BC scores are nearby would be hashed in to

the same bucket.

The approximations in such techniques would lie in the formulation and quality of

the locality sensitive hash function. We can then parallelize these LSH techniques for

parallel execution on GPUs. Since these techniques would be far more generic and

would apply to a large subset of graph algorithms and input graphs, their paralleliza-

tion would enable faster graph processing with theoretical bounds on the quality of the

result.
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