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Abstract
While chromosomal rearrangements are ubiquitous in all domains of life, very little 
is known about their evolutionary significance, mostly because, apart from a few 
specifically studied and well- documented mechanisms (interaction with recombination, 
gene duplication, etc.), very few models take them into account. As a consequence, 
we lack a general theory to account for their direct and indirect contributions 
to evolution. Here, we propose Aevol, a forward- in- time simulation platform 
specifically dedicated to unravelling the evolutionary significance of chromosomal 
rearrangements (CR) compared to local mutations (LM). Using the platform, we evolve 
populations of organisms in four conditions characterized by an increasing diversity 
of mutational operators—from substitutions alone to a mix of substitutions, InDels 
and CR—but with a constant global mutational rate. Despite being almost invisible 
in the phylogeny owing to the scarcity of their fixation in the lineages, we show that 
CR make a decisive contribution to the evolutionary dynamics by comparing the 
outcome in these four conditions. As expected, chromosomal rearrangements allow 
fast expansion of the gene repertoire through gene duplication, but they also reduce 
the effect of diminishing- returns epistasis, hence sustaining adaptation on the long- 
run. At last, we show that chromosomal rearrangements tightly regulate the size of 
the genome through indirect selection for reproductive robustness. Overall, these 
results confirm the need to improve our theoretical understanding of the contribution 
of chromosomal rearrangements to evolution and show that dedicated platforms like 
Aevol can efficiently contribute to this agenda.
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1  |  INTRODUC TION

Genomic structural variations occur in all domains of life, including 
viruses, prokaryotes and the full range of eukaryotic taxa (Alkan 
et al., 2011; Cao et al., 2022; Darling et al., 2008; Gao et al., 2017). 
These structural variations include insertions of transposable 
elements, recombinations, and chromosomal rearrangements. 
Although the precise definition of chromosomal rearrangements 
varies across references (Alkan et al., 2011; Audrézet et al., 2004; 
Mérot et al., 2020), they generally refer to inversions, translocations, 
duplications, and deletions of DNA segments. Chromosomal rear-
rangements have classically been a blind spot of molecular evolu-
tion, mainly due to technical issues linked to short- reads sequencing 
but also due to their strong deleterious effects that can rapidly elim-
inate them from the population (Campo et al., 2004; Connallon & 
Olito, 2022; Kara et al., 2014; Rocha, 2006). Nevertheless, recent 
improvements in sequencing techniques have strongly increased 
our ability to detect them (Hanlon et al., 2022; Ho et al., 2020; 
Wala et al., 2018), and more and more data is being accumulated 
regarding their decisive impact on evolution, as highlighted in the 
2019 special issue published by Molecular Ecology (Wellenreuther 
et al., 2019). It appears that duplications and deletions are far 
from rare in eukaryotes. In some cases, the per locus gene dupli-
cation rate can be higher than the per nucleotide substitution rate 
(Katju & Bergthorsson, 2013), resulting in one gene duplication 
per haploid genome every 50 generations in the yeast S. Cerevisiae 
(Lynch et al., 2008), and every 500 generations in the fruit fly 
D. Melanogaster (Schrider et al., 2013). In the human genome, many 
duplications and large deletions have been identified as causes of 
genetic diseases or cancers (Nattestad et al., 2018). In prokaryotes, 
Richard Lenski's Long Term Evolution Experiment (LTEE) has shown 
the importance of large scale rearrangements as drivers of genomic 
plasticity (Raeside et al., 2014) and innovation (Blount et al., 2012).

While new sequencing techniques and discoveries have shed a 
new light on chromosomal rearrangements (Ho et al., 2020; Quandt 
et al., 2015), theoretical frameworks have been slow to adapt. 
Indeed, the effect of chromosomal rearrangements is generally not 
addressed in theoretical articles and textbooks. In most models of 
evolution, substitutions are still the sole source of variation, with 
recombination merely expected to shuffle these variations among 
individuals (Weissman et al., 2010). In the rare cases where ecto-
pic recombination is considered in evolutionary models, its effect is 
generally limited to gene permutations or variation of copy number, 
excluding a priori any effect on gene sequences themselves (Bhatia 
et al., 2018; Yancopoulos et al., 2005). Similarly, inversions are often 
viewed as just an evolutionary pathway that prevents recombina-
tion, hybridization and introgression (Noor et al., 2001), thus keeping 
specific alleles together (Hoffmann et al., 2004; Kirkpatrick, 2010). 
Nevertheless, the ubiquity of these rearrangements (Raeside 
et al., 2014; Wellenreuther & Bernatchez, 2018) calls for more in- 
depth studies of their potential other effects.

There are several reasons for chromosomal rearrangements not 
to be accounted for in classical evolutionary models. First, contrary 

to substitutions and InDels that act at the allelic scale, chromo-
somal rearrangements are multi- scale events that can modify both 
the micro-  and the macro- structure of the genome (i.e. the allelic 
sequences and the global organization of the genome), while most 
models simulate genes as unbreakable units, with different alleles 
but no explicit sequences (Bhatia et al., 2018; Weissman et al., 2010; 
Yancopoulos et al., 2005).

Second, chromosomal rearrangements entail a wide diversity 
of complex effects, notably due to their length distribution which 
spans several orders of magnitude, from a few base pairs to a sub-
stantial fraction of the genome (Darling et al., 2008), contrary to for 
example, InDels, which length distribution is narrower. As a conse-
quence, rearrangements can significantly modify the genome size, 
thus changing the overall probability of another rearrangement, 
as bigger chromosomes generally undergo more rearrangements 
(Jensen- Seaman et al., 2004; Kaback et al., 1992). As a consequence, 
successive chromosomal rearrangements should not be considered 
independent: the occurrence of a rearrangement is likely to change 
the rate and Distribution of Fitness Effects (DFE) of upcoming 
events.

The variety and complexity of chromosomal rearrangements 
makes it challenging to build a theoretical understanding of their ef-
fect on evolution. In this context, forward- in- time simulations are 
a promising tool to observe the effect of rearrangements and un-
ravel their importance in adaptation to new environments (Mérot 
et al., 2020). However, in forward- in- time models—like the well- 
known SLiM (Haller & Messer, 2017), the effect of mutations is often 
either an allelic change, drawn from a predefined DFE, or a positional 
change of the gene. This prevents these models from considering 
any combination of small-  and large- scale effects, and makes it dif-
ficult to account for non- independent events (where some kinds of 
events modify the DFEs of others). To overcome these difficulties, 
a model designed to study rearrangements should not rely on ex-
plicit a priori DFEs. On the opposite, the mutations should affect the 
pre- existing genome sequence, without regards for the phenotypic 
effect, which is computed after the mutation. In this way, the effect 
of a mutation depends on its characteristics (type, location, length), 
but also on the current genomic structure, the environment and the 
genotype- to- phenotype map.

Hence, a model designed to study chromosomal rearrangements 
should provide an explicit genome with both coding and non- coding 
regions, in which rearrangements can happen blindly and have both 
direct (when altering coding regions) and indirect (when modifying 
the DFE of the different mutational operators—including rearrange-
ments themselves) effects on fitness.

In this article, we use Aevol, a model addressing these re-
quirements. Aevol is a forward- in- time simulation platform that 
emulates the evolution of prokaryotic- like organisms and en-
ables repeated evolution experiments with adjustable parameters 
(Knibbe et al., 2007). Although the model has been presented be-
fore (Batut et al., 2013; Liard et al., 2020; Parsons, 2011; Rutten 
et al., 2019), recent computational and methodological improve-
ments have opened up a wide range of new possibilities for the 
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    |  3BANSE et al.

software. Aevol allows for both local mutations and chromosomal 
rearrangements of the genetic sequence, without an a priori DFE. 
We propose a use- case of the software to highlight the impor-
tance of chromosomal rearrangements in genome evolution. To 
this end, we simulate evolution under multiple mutational scenar-
ios of increasing complexity: with substitutions only, with local 
mutations only (mutations that can only alter the sequence at the 
allelic scale: substitutions, small Insertions and small Deletions), 
and with a full range of mutational operators, including local mu-
tations and chromosomal rearrangements (duplications, deletions, 
and inversions). Also, in order to test whether chromosomal re-
arrangements can generate enough diversity on their own to en-
able efficient adaptation, we added a fourth scenario where only 
chromosomal rearrangements are present, without any kind of 
local mutation. These scenarios are repeated with two types of 
populations, one starting far from the fitness optimum and one 
starting close to it.

Our simulations first show that, when far from the optimum, 
chromosomal rearrangements are an essential component of evolu-
tion, and even more important than local mutations. Indeed, by the 
end of the simulation, populations evolved with solely chromosomal 
rearrangements are far better adapted than populations evolved 
with local mutations or substitutions only. Moreover, the simulations 
also show that the evolution of genetic structure—including the ge-
nome size—is very different when rearrangements are allowed, em-
phasizing their role in the regulation of the amount of DNA (Knibbe 
et al., 2007). Simulations starting close to the fitness optimum con-
firm the latter effect but also demonstrate that, on the long term, 
chromosomal rearrangements reduce the effect of diminishing- 
returns epistasis, defined as the speed at which the marginal im-
provement of beneficial mutations decreases at each improvement 
(Wiser et al., 2013). Taken together, these simulations emphasize the 
decisive contribution of chromosomal rearrangements to long- term 
evolution and show the potential of the Aevol platform to study their 
evolutionary impact.

2  |  MATERIAL S AND METHODS

2.1  |  Aevol: A forward- in- time evolutionary 
simulator with complex mutations

Aevol (https:// www. aevol. fr) is a forward- in- time evolutionary 
simulator that simulates the evolution of a population of haploid 
organisms through a process of variation and selection (Batut 
et al., 2013; Beslon et al., 2010; Frenoy et al., 2013; Knibbe 
et al., 2007; Parsons et al., 2010). Each artificial organism, simi-
larly to prokaryotes, is asexual, haploid and owns a single circular 
chromosome. The design of the model focuses on the realism of 
the genome structure and of the mutational process. Aevol can 
therefore be used to decipher the effect of chromosomal rear-
rangements on genome evolution, including their interactions 
with other types of mutational events.

In short, Aevol is made of three components (Figure 1a):

• A mapping that decodes the genomic sequence of an individual 
into a phenotype. The genomic sequence of each organism is a 
double- stranded circular binary sequence. Reading this sequence 
enables us to identify start- stop locus of transcription and trans-
lation, thus delimiting open- reading frames. These are genes that 
are then decoded into proteins, represented by mathematical 
functions which sum represents the phenotype. Finally, the phe-
notype is compared to an environmental target, and their differ-
ence is used to compute the individual's fitness value.

• A population of organisms, each owning its own genome, hence 
its own phenotype and fitness. These individuals are located on 
a grid with one individual per grid cell. At each generation, the 
organisms are selected according to their fitness to populate the 
next generation. By default the competition is local (each organ-
ism competing with its neighbours), although other selection 
modes are possible.

• A genome replication process during which genomes can undergo 
several kinds of mutational events. These include chromosomal 
rearrangements and local mutations, but no recombination in 
the current version. The seven modelled types of mutation are 
depicted in Figure 1b and comprise three local mutations: sub-
stitutions, small insertions and small deletions; two balanced re-
arrangements (which conserve the genome size), inversions and 
translocations; and two unbalanced rearrangements, duplications 
and deletions. This allows the user to study the effect of chro-
mosomal rearrangements and their interaction with other kinds 
of events such as substitutions and InDels. The position of the 
mutations and the breakpoints of the rearrangements are chosen 
uniformly along the genome. Hence, longer chromosomes can 
undergo longer rearrangements. By contrast, InDels have a pre-
defined length distribution (1 to 6 bp by default).

A detailed presentation of the model is available in the Figure S1.

2.2  |  In silico experimental set- up: Evolution with 
limited mutations

2.2.1  |  Experiment starting from naive individuals

We run 11 replicate simulations for four types of conditions: sub-
stitutions only (SUB), local mutations only (LM—substitutions and 
InDels), chromosomal rearrangements only (CR—duplications, dele-
tions and inversions), and both chromosomal rearrangements and 
local mutations (CRLM). Note that translocations, although possible 
in Aevol, are excluded here to have as many local mutations as chro-
mosomal rearrangements, and so a constant per base mutation rate 
in our different set- ups. The median (in terms of final fitness) CRLM 
run will be used to start the second set of simulations. The simula-
tions begin with naive individuals owning a single gene. We want to 
study lineages for 1,000,000 generations, which is enough to reach 
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4  |    BANSE et al.

a stable genome with no more large variations in genome size and 
structure—although there is still room for adaptation. To this end, 
we run the simulations for 1,100,000 generations, the last 100,000 
being used to ensure the survival of the lineage we retrieve.

All replicates share the same population size (1024 individuals 
on a 32 × 32 square grid), the same environment (a sum of three 
Gaussian lobes, see Figure 2 and Figure S3) and the same selection 
mode (local competition against the direct neighbours). The only dif-
ference lays in the mutation rates, as shown in Table 1. Importantly, 
for each condition, mutation rates are equally balanced between all 
mutation types and adjusted such that the overall mutation proba-
bility per locus is constant throughout all experiments. An example 
parameter file for the CRLM set- up is provided in the Figure S3.

For every simulation, we reconstruct the final lineage by tracking 
the ancestry of an individual from the final generation. We then retrieve 
the fitness, genome size, coding and non- coding sizes, and number of 
genes of all the individuals in this lineage. We also extract all mutations 
along the lineage, and record their type and effect on fitness.

Finally, along the line of descent of the 11 CRLM experiments, 
we extracted the 11 individuals at generation 1,000,000 and se-
lected the median one (in term of fitness) to estimate its distribu-
tion of fitness effect (DFE) for each type of mutation. This allows 

to better understand the differences between local mutations and 
chromosomal rearrangements in terms of impact on the fitness and 
chances of fixation. Note that this individual is the same that to one 
used to initiate the second run of experiments (see below).

2.2.2  |  Evolution from wild types

After 1,000,000 generations, individuals are well- adapted to their 
environment, especially in the CRLM experiments. They can be used 
as wild types to start new experiments. Here, the median CRLM ex-
periment (in terms of final fitness) is used to initialize new clonal pop-
ulations to test evolution from a well- adapted genome in the four 
mutational scenarios (SUB, LM, CR and CRLM). These populations 
are then evolved for another 3,100,000 generations to study the im-
pact of chromosomal rearrangements when individuals are already 
well adapted to the environmental conditions. The same processing 
as for the first part of the experiments is then performed: recon-
struction of the lineage for 3,100,000 generations and analysis of 
the genomes and mutations from generation 0 to 3,000,000 along 
this lineage (generations 3,000,001 to 3,100,000 being removed to 
ensure coalescence).

F I G U R E  1  The Aevol model. The left panel (a) shows all steps of a generation in Aevol. (top) Overview of the genotype- to- phenotype 
map. Note that the organism shown here is a real organism evolved within Aevol for 1,000,000 generations with a typical target. It contains 
many Open- Reading Frames on both strands, a large proteome (the set of proteins), and it is well adapted to its environment (i.e. its 
phenotypic function — black curve — is very close to the target function — light red area). (middle) Population on a grid is fully renewed every 
generation. Example of a local selection process occurring with a 3 × 3 neighbourhood. (bottom) Mutation operators include chromosomal 
rearrangements (duplications, deletions, translocations and inversions – here a translocation and an inversion are shown) and local mutations 
(substitutions and InDels). These mutations are described more precisely in the right panel (b): (top) Local mutations: substitution (one base 
pair is mutated to another), small insertion and small deletion (a few base pairs are inserted or deleted). (middle) Balanced chromosomal 
rearrangements: inversion (two points are drawn and the segment in between is rotated) and translocation (a segment is excised, 
circularized, re- cut and inserted elsewhere in the genome). (bottom) Unbalanced chromosomal rearrangements: duplication (copy- paste of a 
segment in the genome) and deletion (suppression of a segment of the genome).
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    |  5BANSE et al.

2.2.3  |  Fitting fitness trajectories

In order to estimate diminishing- returns epistasis, that is, how 
fast the advantage provided by each new beneficial mutation re-
duces over time, for each mutational condition, we fit the mean 
fitness values along the 11 lines of descent with power laws of 

type f = (bt+1)
a, where f is the fitness, t is the time in generations 

(Wiser et al., 2013). a and b are the parameters to be fitted with a 
corresponding to the diminishing- returns epistasis when 0 ≤ a ≤ 1 
(a = 1 corresponding to linear fitness growth without diminishing- 
returns epistasis) and b corresponding to an initial fitness growth 
parameter.

F I G U R E  2  Initial ancestor (a) and examples of evolved organisms in the CRLM (b), LM (c) and CR (d) conditions after 1,000,000 
generations. The organism presented in (b) corresponds to the Wild Type used for the second step of the experiments. For each organism, 
there is on the left a visualization of its genes localized on the genome. On the right, the proteome shows all the single proteins, and the 
phenotype (black curve) is their sum. The grey curve plotted in addition to the phenotype is the environmental target function, a sum of 3 
Gaussian lobes (2 positives and 1 negative) – see Figure S3. Finally, f is the absolute fitness value computed from the difference between the 
phenotype and the target function.

SUB LM CR CRLM

Local mutations

Substitutions (per bp) 3 × 10−5 1 × 10−5 0 5 × 10−6

Small insertions (per bp) 0 1 × 10−5 0 5 × 10−6

Small deletions (per bp) 0 1 × 10−5 0 5 × 10−6

Chromosomal rearrangements

Duplications (per bp) 0 0 1 × 10−5 5 × 10−6

Deletions (per bp) 0 0 1 × 10−5 5 × 10−6

Inversions (per bp) 0 0 1 × 10−5 5 × 10−6

Total per base pair per generation event rate 3 × 10−5 3 × 10−5 3 × 10−5 3 × 10−5

Note: For mutations affecting subsequences (i.e. all mutations but substitutions), this rate 
corresponds to the probability to initiate an event at a given locus. Note that the total mutation 
rate (per base pair, per generation) is constant across experiments. An additional scenario 
(CRLMx2) has been tested to have equal mutation rates for all kind of events (1 × 10−5) between 
CR, LM and CRLMx2 (see Figure S4).

TA B L E  1  Mutation rates per base pair 
per generation for the four mutational 
scenarios: SUB, LM, CR and CRLM.
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6  |    BANSE et al.

To compute the fit, we use the lmfit Python package with the 
least squares method. In order to ease the fitting process, the data 
points were sampled once every 1000 generations.

3  |  RESULTS

To investigate the contribution of chromosomal rearrangements to evo-
lutionary innovation, we compare the evolutionary dynamics of four 
sets of runs: SUB, with only substitutions; LM, with only local mutations; 
CRLM, with both local mutations and chromosomal rearrangements; 
and CR, with only chromosomal rearrangements. As we suspect that 
the relative contribution of chromosomal rearrangements versus local 
mutations depends on the distance to the fitness optimum, we repeated 
these experiments in two conditions: starting with naive individuals (see 
Section 3.1) or with pre- evolved ones (WT—see Section 3.2).

3.1  |  Local mutations are dispensable when far 
from the optimum

As shown in Figures 2 and 3, the evolutionary trajectories in terms 
of fitness, genome size and number of genes without local mutations 

(CR) are similar to the evolutionary trajectories with both rearrange-
ments and local mutations (CRLM), whereas the simulations without 
rearrangements (SUB and LM) produce significantly less adapted or-
ganisms, with fewer genes and a smaller coding genome size despite 
a greater total genome size.

Strikingly, the end fitness in the CRLM set- up is not statistically 
different from the CR setup (Mann–Whitney U test, p- value = .65), 
while both values are highly different from those in the cases 
without chromosomal rearrangements (Mann–Whitney U test, 
p = 5 × 10−4). This result is surprising, given that local mutations are 
usually thought to be a major evolutionary force and would there-
fore be expected to provide a boost in fitness when present.

There are also structural differences in the genomes depend-
ing on the set of allowed mutations. First, the dynamics of gene 
creation is much slower in the SUB and LM simulations, as could be 
expected in the absence of gene duplication. Indeed, in the CRLM 
setup, a fixed duplication adds on average 2.58 genes to the ge-
nome (for a total across repetitions of 1241 new genes), while all 
other mutations stand below 0.05 per fixed mutation (for a total of 
388 new genes for all other mutations). However, we observe that 
the genomes evolved in the CRLM setup achieve a similar fitness 
but with fewer genes than the ones in the CR setup, highlighting 
that local mutations are better than chromosomal rearrangements 

F I G U R E  3  Mean variation of fitness (a), genome size (b) and gene number (c) on the line of descent of the final populations, starting from 
a naive individual for the four mutational scenarios. The shaded areas indicate the variability across the 11 repetitions (SD).
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    |  7BANSE et al.

at fine- tuning existing genes. Chromosomal rearrangements 
and local mutations also have different effects on genome size. 
Indeed, in the presence of chromosomal rearrangements (CR and 
CRLM), genome size sharply increases at first, before slowly re-
ducing and stabilizing around 3000 bp. On the contrary, in the LM 
set- up, genome size never ceases to grow all along the experiment, 
although at a slow pace. This is caused by the fixation of more 
small insertions than small deletions (see Figure 4b). Ultimately, 
genomes evolved under the LM set- up are longer than genomes 
evolved under the CR and CRLM setups but they contain much 
fewer genes, resulting in a larger proportion of non- coding DNA 
(see Figure 2).

Finally, comparing the SUB and LM setups shows that the dy-
namics of de novo gene creation is similar in both conditions, but 
that the fitness of the LM simulations increases much faster than the 
fitness of the SUB ones. This shows that InDels do not facilitate de 
novo gene creation but that once a gene is present on the genome, 
they facilitate its evolution, hence reaching higher fitness.

To better understand the origin of these differences, we first 
look at the contribution of each mutation type to the end fitness. We 
computed the total gain of fitness per mutation type along the an-
cestral lineage during the 1,000,000 generations of each experiment 
(Figure 4a). Interestingly, although CRLM are much fitter than LM, it is 
still the local mutations that contribute the most to the overall fitness 

gain in CRLM. Local mutations are crucial to evolution, and it is not 
surprising that they are the most impactful. However, the difference 
between SUB, LM and CRLM shows that their potential is only fully 
unleashed when chromosomal rearrangements are also present and 
create a substrate that local mutations can then finely tune.

The number of non- neutral mutations fixed along the line of 
descent (Figure 4b) shows that rearrangements, although rarely 
fixed compared to local events and hence almost invisible in the 
phylogeny, favour the fixation of beneficial local mutations. This is 
consistent with the dynamics of gene number shown on Figure 3c: 
by allowing for the recruitment of more genes, rearrangements in-
crease the number of potential mutational targets on which local 
events can have an effect, hence favouring the fixation of more fa-
vourable local events.

The very rare fixation of rearrangements compared to the fix-
ation rate of local mutations can be better understood by look-
ing at the distribution of fitness effects (DFE) for each type of 
mutation (see Figure 5). Duplications and deletions have a very 
broad effect and can disturb, delete or imbalance essential genes: 
they are therefore very often lethal (in approximately 95% of cases 
here). Local mutations, on the other hand, have a smaller chance 
of disrupting an essential gene, as they affect a restricted section 
of the genome. They are more often neutral or “simply” deleteri-
ous, and lethal only in <40% of cases. Finally, inversions have two 

F I G U R E  4  Fitness contribution and number of mutations fixed during the initial evolution from naive individuals (a) Contribution of 
each type of mutation to the total fitness gains, measured as the sum of the change in fitness of each mutation on the line of descent of the 
final best individuals, starting from naive individuals. Histograms show the mean values across the 11 repetitions, and the bars show their 
standard deviation. Reverted mutations (mutations which effect on fitness was exactly compensated by the following one) were filtered out 
to reduce noise. Fitness increase in the SUB simulations are negligible at this scale. (b) Number of non- neutral and non- reverted mutations 
fixed for the different mutation types and for the four conditions, normalized by the number of mutations occurring (L × μ, with L the genome 
size), on the line of descent of the final best individuals, starting from naive individuals. Histograms show the mean values across the 11 
repetitions, and the bars show their standard deviation.
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8  |    BANSE et al.

breakpoints while local mutations have only one and are therefore 
more lethal than local mutations (80%), but as inversions are bal-
anced rearrangements, they are less likely to be deleterious than 
duplications or deletions.

3.2  |  Chromosomal rearrangements sustain 
long- term adaptation

When starting from a wild- type individual, whose gene repertoire 
has already evolved, the advantage of gene duplication over de 
novo gene creation vanishes, and we can study more subtle inter-
actions between local mutations and chromosomal rearrangements. 
Here we initiate experiments from clonal populations of the median 
CRLM individual evolved in the previous set of experiments and fol-
low their evolution for 3,000,000 generations in SUB, LM, CRLM, 
and CR conditions.

Figure 6a shows that the four conditions result in very different 
dynamics of genome size. While the genome size of CR and CRLM 

experiments is quite stable, as observed at the end of the previous 
experiments, in LM conditions the genome size increases contin-
uously during the 3 million generations of the experiment. At first 
sight, this result may seem contradictory, as the genome size is much 
more likely to vary in the presence of long segmental duplications/
deletions than in the sole presence of small InDels. This shows the 
complex effect of chromosomal rearrangements in regulating ge-
nome size and highlights the difference between InDels and rear-
rangements in doing so.

As expected, when looking at the fitness gain along the 3 million 
generations of the experiment (Figure 6b) the difference between the 
mutational scenarios is not as marked as what was observed when far 
from the optimum, at least for the LM, CR and CRLM scenarios. Yet, 
the SUB scenario still clearly lags behind in terms of fitness, showing 
again that substitutions alone are not sufficient in fine- tuning genes. 
In the four conditions, fitness improves all along the experiment, al-
beit with a clear diminishing- returns epistasis in the SUB, LM and 
CRLM conditions. Following Wiser et al. (2013), we used power- law 
curve fitting to estimate the amount of diminishing- returns epistasis 

F I G U R E  5  Distribution of fitness effect of the different types of mutation, on the median individual of the CRLM experiment, after 
1,000,000 generations when starting from a naive individual. For each mutation type, 1,000,000 mutants were generated, except for the 
substitution, which were exhaustively tested. The selection coefficient is computed as s = fmutant

fparent
− 1. Lethality is defined as s < − 0.999

, and neutrality as s ∈
[

− 0.001,0.001
]

. The detailed Distribution of Fitness Effect (DFE) is presented in Figure S2. Interestingly, there is no 
advantageous substitutions available, showing that the population has reached a local fitness optimum for these mutations. However, as 
shown by Figure S2, a few beneficial InDels and a few beneficial segmental duplications are available, although they are not frequent enough 
to be visible here.
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    |  9BANSE et al.

in the four conditions (black lines on Figure 6b). Results show that 
diminishing- returns epistasis is higher in the SUB and LM conditions 
than in the CRLM conditions (aSUB = 0.2; aLM = 0.4 ; aCRLM = 0.5—
see Methods, Section 2.2.3) which, in the long run, advantages the 
CRLM over the other scenarios. Strikingly, when evolving only with 
chromosomal rearrangements (CR scenario), populations show no 
diminishing- returns epistasis throughout the duration of the exper-
iment (aCR = 1.5 > 1). This contrasts with the other conditions and 
allows the CR populations to catch up with the SUB and LM ones, 
despite an initial disadvantage.

As previously, we measured the total fitness effect and the num-
ber of non- neutral mutations fixed along the lineage for the different 
types of mutation and for the four mutational scenarios (Figure 7a,b 
respectively). As already noticed when starting far from the opti-
mum, this shows that chromosomal rearrangements, although very 
rarely fixed in the lineage, have a dual contribution to fitness. While, 
in the CRLM, fixed rearrangements have a small impact on fitness on 
their own (Figure 7a), they contribute to increasing the number of 
favourable substitutions. Indeed, substitutions and InDels are more 
likely to be favourable and fixed in the CRLM populations than in the 
LM populations and almost as likely—for the substitutions—as in the 
SUB ones (Figure 7b). This leads to a sustained evolutionary dynam-
ics, despite rearrangements being almost invisible in the phylogeny 
owing to their very low fixation probability.

4  |  DISCUSSION

It is widely admitted that genomes evolve under the combined pres-
sure of a large variety of mutational operators, including of course 
substitutions and InDels but also chromosomal rearrangements 
(Berdan, Blanckaert, Slotte, et al., 2021; Mérot et al., 2020). However, 

models of genome evolution almost exclusively focus on the former, 
the latter being generally ignored owing to their difficult modelling 
and their apparent low frequency in phylogenies that could suggest 
a moderate impact compared to other events. A direct consequence 
is that the contribution of chromosomal rearrangements to the evo-
lutionary dynamics is largely overlooked. Indeed, while substitution- 
based epistasis is largely recognized and quantified in several model 
systems (Bank et al., 2015; Diss & Lehner, 2018; Olson et al., 2014; 
Starr & Thornton, 2016), the epistatic effect of rearrangements is, 
with very few exceptions (Blount et al., 2012), terra incognita.

Here, we used Aevol to simulate genome evolution under sev-
eral conditions characterized by an increased mutational diversity 
but a constant overall mutational rate (see Table 1). We completed 
these experiments by testing evolution under the exclusive pressure 
of chromosomal rearrangements, in order to estimate their capac-
ity to generate enough variation to allow sustained evolution. This 
enables an experimental (though simulated) exploration of the con-
sequences of chromosomal rearrangements on the evolutionary dy-
namics. Specifically, we analysed the results of the simulations with 
a focus on two levels: genome structure, which is likely to be largely 
impacted by rearrangements and individuals' fitness.

Regarding the evolution of genome structure, our results show 
two clear differences when genomes evolve with (CRLM and CR 
simulations) or without (SUB and LM simulations) chromosomal 
rearrangements. First, they confirm the well- established theory of 
evolution by gene duplication (Kalhor et al., 2023; Zhang, 2003): in 
our simulations, rearrangements are essential for the rapid acquisi-
tion of a large gene repertoire and duplications are the main cause 
of increase in gene number (see Section 3.1). Indeed, gene number 
rapidly increases in the very first thousands of generations for CR 
and CRLM (Figure 3c), and this process of gene recruitment is main-
tained throughout the simulation, though at a lower pace. On the 

F I G U R E  6  Temporal changes in genome size and fitness in evolution started from the WT. (a) Mean change in genome size on the line 
of descent of the final populations, for the 11 repetitions and the three conditions. All simulations started from the same wild type with a 
genome length of 3394 bp (Figure 2b) and evolved for 3,000,000 generations. The shaded areas indicate the variability across repetitions 
(standard deviation). (b) Relative fitness variation on the line of descent of the final population, starting from a wild type. The shaded areas 
indicate the variability across repetitions (standard deviation). Black curves show the fitted power laws for the mean fitness values of the 
four sets of simulations (see Methods, Section 2.2.3). The fitted parameters are: aSUB = 0.2, bSUB = 7.0 × 10

−7, aLM = 0.4, bLM = 1.8 × 10
−6; 

aCR = 1.5, bCR = 2.0 × 10
−7, aCRLM = 0.5, bCRLM = 1.5 × 10

−6.
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10  |    BANSE et al.

opposite, lineages evolving without rearrangements only acquire a 
limited gene repertoire (see Figure 3c).

In a less intuitive way, our simulations show an important con-
tribution of chromosomal rearrangements to the stabilization of ge-
nome length during evolution. Indeed, Figures 3b and 6a show that, 
after an initial burst of genome size at the very beginning of the evo-
lution (corresponding to the phase of fast gene acquisition through 
duplications), CR and CRLM lineages quickly undergo a reduction 
of their genome size (while preserving their gene repertoire – see 
Figure 3b,c). Continuing the simulation for 3 million generations, 
we see that genome size varies very little thereafter (Figure 6a). 
This dynamic contrasts sharply with that of the LM lineages, which 
show a steady increase in genome size, both when starting far or 
close to the optimum. This sustained growth of genome size under 
the sole pressure of InDels advocates in favour of the mechanism 
of border- induced selection, which has been recently conceptual-
ized by Loewenthal et al. (2022). Indeed, despite their spontaneous 
mutation rates being equal, the probability of fixation of neutral 
insertions is slightly higher than the probability of fixation of neu-
tral deletions, due to interference with gene borders (Loewenthal 
et al., 2022): a small insertion close to a gene is most often harmless, 
while a small deletion at the same point can impact a gene if the size 
of the deletion is larger than the distance to this gene. In the absence 
of other constraints on the genome size, this bias leads to a steady 
genome growth, as we observe on Figures 3b and 6a. Strikingly, in 

the presence of chromosomal rearrangements, this bias is not visi-
ble anymore, showing that rearrangements generate an evolution-
ary pressure that prevents genome growth. As already proposed 
by Knibbe et al. (2007), deleterious chromosomal rearrangements 
lead to selection for robustness, favouring smaller genomes as these 
undergo fewer rearrangements than longer ones. This hypothesis is 
sustained by the low rate of fixation of chromosomal rearrangements 
(Figure 7b): they are largely filtered- out by purifying selection, sug-
gesting that they have a strong robustness effect. The low number 
of fixed rearrangements, due to their high lethality, (Figure 5) ques-
tions the concept of mutation rate. Indeed, by measuring mutation 
rates on a live population, a bias is introduced towards non- lethal 
mutations. This bias has been observed in the case of substitutions 
(Wang et al., 2012) but we hypothesize that this could be even more 
important in the case of genome rearrangements, and models should 
take into account that spontaneous mutation rates could be very 
different from observed and fixed ones.

The influence of chromosomal rearrangements on fitness evo-
lution is also very different depending on whether the simulations 
start far from the optimum (hence requiring them to acquire new 
genes) or close to the optimum (with a gene pool already acquired 
but that can still be optimized). In the former situation, lineages 
evolving in the presence of chromosomal rearrangements have a 
much higher fitness than those evolving with only substitutions 
or even with all local mutations (Figure 3a). This confirms that, 

F I G U R E  7  Fitness contribution and number of mutations during the evolution from WT individuals (a) Contribution of each type of 
mutation to the total fitness gains, measured as the sum of the change in fitness of each mutation on the line of descent of the final best 
individuals, starting from WT individuals. Histograms show the mean values across the 11 repetitions, and the bars show their standard 
deviation. Reverted mutations (mutations which effect on fitness was exactly compensated by the following one) were filtered out to reduce 
noise. (b) Number of fixed non- neutral and non- reverted mutations per generation for the different mutation types per million generation, 
normalized by the number of mutations occurring (L × μ, with L the genome size), on the line of descent of the final best individuals, starting 
from WT individuals. Histograms show the mean values across the 11 repetitions, and the bars show their standard deviation.
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    |  11BANSE et al.

in such a situation, gene duplication has a decisive contribution 
(Kalhor et al., 2023; Zhang, 2003), enabling both the CR and 
CRLM lineages to largely overcome the LM and the SUB lineages. 
Strikingly, lineages evolving with chromosomal rearrangements 
only (CR) perform almost as well as those evolving with both chro-
mosomal rearrangements and local mutations (CRLM). This illus-
trates the multi- scale nature of chromosomal rearrangements that 
can both enlarge the gene repertoire through large duplications 
but also optimise gene sequences by reorganizing them through, 
for example inversions. This is coherent with the work of Trujillo 
et al. (2022), which modelled inversions in simpler evolutionary 
setting and showed that, given enough time, inversions allow 
reaching higher fitness peaks than substitutions. Interestingly, 
the fitness of the SUB lineages (that evolved under the sole pres-
sure of substitutions) is much lower than the fitness of the LM 
lineages (that evolved through substitutions and InDels) despite 
a very similar dynamic of gene recruitment. This confirms that 
small insertion and small deletions are decisive operators when 
the evolution of protein sequence is concerned, as they can add/
remove codons when substitutions can only mutate existing ones 
(Leushkin et al., 2012; Vakhrusheva et al., 2011).

When starting close to the fitness optimum, the differences 
between the experiments are more subtle, except when substitu-
tions are the sole mutational operator, in which case fitness gains 
are much lower than in the three other conditions (SUB curve on 
Figure 6b), highlighting the importance of the diversity of muta-
tional operators (Berdan, Blanckaert, Slotte, et al., 2021). In all 
experiments, the dynamics of fitness is similar to what can be ob-
served in vitro, for example in experimental evolution with bacte-
ria (Wang et al., 2016; Wiser et al., 2013), or yeast strains (Wei & 
Zhang, 2019): simulations show a sustained fitness gain all along 
the experiment albeit with a more or less pronounced diminishing- 
returns epistasis. Inspired by Wiser et al. (2013), we estimated 
the diminishing- returns epistasis in these different conditions, 
and showed that, in the long run, chromosomal rearrangements 
reduce diminishing- returns epistasis, hence enabling sustained 
evolutionary dynamics. It is known that clonal interference could 
also induce diminishing return (Wiser et al., 2013). However, as the 
population size and global mutation rates are the same in all our 
simulations (CR, CRLM, LM and SUB), we assumed clonal interfer-
ence had similar effect in all simulations. Moreover, as shown by 
Figure 7a, the effect of rearrangements is mainly indirect: they 
have a small effect by themselves but potentiate other factors. 
Indeed, in the CRLM lineage, substitutions have a larger impact 
than in the SUB and LM lineage. This suggests that rearranged 
sequences open new targets to substitutions, hence increasing 
the probability to fix beneficial local events (Figure 7b). Finally, as 
Figure 7b also shows, this effect is due to a very low number of 
fixed rearrangements. Hence, while rearrangements sustain long- 
term adaptation by reducing the effect of diminishing- returns 
epistasis, they are almost invisible in the phylogeny.

When quantifying the diminishing return, a striking result was 
the apparent accelerating evolution in the CR populations (aCR > 1). 

We hypothesize that this is due to the low fixation rate of chromo-
somal rearrangements (Figure 7b). As CR populations undergo only 
rearrangements, fitness comparatively evolve by bigger steps but 
with longer waiting times between mutations, and this creates an 
initial lag in the fitness gain (Figure 6b), hence the appearance of ac-
celeration. Now, the number of possible rearrangements for a given 
genome is much larger than the number of possible local events (it 
is indeed mainly linked to the number of breakpoints to be chosen 
for a given type of event: one for local mutations, two for inversions 
and deletions, three for duplications—see Figure 1b). A direct conse-
quence is that, contrary to substitutions and InDels, rearrangements 
neighbourhood cannot be explored in a reasonable time, hence the 
lower diminishing- returns epistasis observed on the duration of our 
simulations when rearrangements are allowed. Further, exploring 
this question, for example by estimating the contribution of each 
type of rearrangement to the phenomenon, is a very promising re-
search direction opened by our results.

Overall, our simulations show that chromosomal rearrangements 
have both a direct (through gene duplications) and an indirect (by 
potentiating the effect of local mutations) contribution to the evo-
lutionary dynamics. They seem to also act as regulators of genome 
size, due to purifying selection against long genomes which un-
dergo too many mutational events, as already proposed by Knibbe 
et al. (2007). This inverse correlation between mutation rates and 
genome size has already been observed in prokaryotes (Drake, 1991; 
Lynch, 2010), but for substitutions only. Our results suggest that its 
main determinant could be the rearrangement rates. Interestingly, 
this hypothesis implies that the regulation of genome size is due to 
the events that do not go to fixation in the winning lineage. Hence, 
despite them being almost invisible in the phylogeny, chromosomal 
rearrangements act as a major player of evolution by regulating ge-
nome size, limiting the effect of diminishing- returns epistasis, and 
sustaining long- term adaptation. Our results also illustrate the po-
tential power of forward- in- time simulators like Aevol to unravel 
the effect of “non- conventional” mutational operators. Despite 
their artificial nature, models mimicking genome structures and the 
genotype- to- phenotype map allow deciphering the impact of the 
different types of mutation with a limited set of a priori hypotheses.

All models rely on simplifying assumptions, and ours makes no 
exception. However, the interest of modelling is precisely to reduce 
the complexity of the system to be studied. Here, studying only a 
limited number of mutational operators has enabled us to identify 
effects that could have been blurred in a more complex setting. 
Indeed, our experimental strategy, which relies on a progressive 
complexification of the mutational repertoire, has enabled us to 
uncover profound differences between chromosomal rearrange-
ments and small InDels, both in the evolution of genome size and in 
the adaptation of organisms. Both kinds of events may seem rather 
similar at first sight, but they differ on two important aspects: first, 
contrary to duplications that copy pre- existing genomic sequences, 
small insertions add random sequences to the genome. Hence, they 
cannot duplicate genes, while this process is central in evolution 
(Zhang, 2003). Second, even though both types of mutation add/
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12  |    BANSE et al.

remove genomic segments to the chromosome, the distribution of 
the size of these segments is different: in the case of InDels, this 
distribution is fixed while in the case of rearrangements, the distri-
bution depends on the size of the genome. A direct consequence of 
this property is that larger genomes undergo more deleterious rear-
rangements, leading to a lower robustness (Knibbe et al., 2007). In 
our simulations, large duplications and deletions, far from randomly 
shuffling the genome size as could have been expected, impose a 
tight constraint on it.

In the development of the model, we chose to stay close to pro-
karyotic genomics. This means that genomes are haploid and circu-
lar, and undergo no recombination. This obviously prevents us from 
studying the interplay between structural variation and recombina-
tion and its potential effect on speciation and on the fate of chromo-
somal rearrangements (Berdan, Blanckaert, Butlin, & Bank, 2021). 
We also chose to study a limited set of chromosomal rearrangements 
(duplications, deletions, and inversions), while many other types of 
events could be added to the model (e.g., transposable elements, 
horizontal gene transfer, etc.). As for the rearrangements we model, 
breakpoints are chosen uniformly on the chromosome, leading to a 
uniform distribution of rearrangement lengths. This distribution is 
difficult to estimate in real organisms, as a large fraction of chromo-
somal rearrangements are likely to be lethal (Rocha, 2006). However, 
experimental studies show that the rearranged segments can reach 
lengths of the same order of magnitude as the size of the genome 
(Raeside et al., 2014), hence supporting our simplifying hypothesis, 
although the shape of the distribution in more likely to be geometric 
(Darling et al., 2008). However, we choose the simplest hypothesis 
of random breakpoints so as not to add additional parameters. We 
conjecture that our main results hold even with a geometric distri-
bution of rearrangements, as the tail of the distribution will indeed 
grow with genome length. Yet, this could partly relax the robustness 
constraints, as they are mostly due to the longest rearrangements. 
We therefore expect that the effect of chromosomal rearrange-
ments on genome size would hold, although it might be less pregnant 
with another distribution.

Our conclusions are drawn from the comparison of the evolu-
tionary trajectories of different experiments and open up several 
interesting perspectives. For example, Aevol also includes several 
analysis tools, such as the computation of the distribution of fitness 
effect for all mutation types and for all genomes along a lineage, as 
illustrated by Figure 5. Taking advantage of the perfect record of the 
mutational events, these measures help quantify the evolutionary 
forces at work, as well as the relative contribution of the different 
types of mutation to these forces. As exemplified on Figures 4a and 
7a, the impact of the different types of mutation on the fitness can 
easily be quantified, allowing to estimate the direct contribution of 
each type of mutation. Although it would be very computationally 
demanding, it could be interesting to also quantify the consequences 
of each mutation type on robustness and evolvability as this could 
allow to estimate their indirect effect and explain how the different 
types of mutations interact. Finally, as long as chromosomal rear-
rangements are concerned, an obvious prospect is to extend the 

model to diploid eukaryote- like genomes with recombination. This 
would enable exploring the interplay between rearrangements and 
recombination (Berdan, Blanckaert, Butlin, & Bank, 2021).

The experiments we presented here only scratch the sur-
face of what can be done with Aevol. Indeed, as Table S1 of the 
Supplementary Material shows, many other experiments can be 
done, including testing the effect of mutation rates, mutation bi-
ases or population size. Aevol is available to any team that would 
like to test hypotheses regarding the effect of these parameters on 
the evolutionary dynamics and on genome structure. Moreover, as 
the code is open and freely available, any team can modify it to test 
some specific mutation type that would not already be implemented 
(see Data availability and Benefit- Sharing statement). Notably, 
there are many ways to be far from the optimum. Here, we choose 
to start with naive individuals but another approach would be to 
force environmental changes. In Aevol, this could easily be done 
by moving the target function after having adapted organisms to a 
first environment. This would enable studying the contribution of 
rearrangements to evolutionary rescue. Indeed, a previous study 
with Aevol has shown that, in the case of an environmental change, 
the frequency of gene duplications is positively correlated with the 
distance to the optimum (Kalhor et al., 2023), but the impact of all 
chromosomal rearrangements could be studied more in details by 
limiting the number of possible mutation types, as we do in the pres-
ent study. The role of chromosomal rearrangements when organ-
isms are confronted to a perpetually moving target, and so always 
relatively far from the optimum, could also be further studied.

Despite the highly artificial nature of our model, our simulations 
are consistent with the classical view of evolution: among the vari-
ety of mutational operators, substitutions and small InDels are by 
far the most visible adaptive events both in terms of their number 
(Figures 4b and 7b) and their contribution to the fitness (Figures 4a 
and 7a). However, our simulations also show that the scarcity of re-
arrangements that we observe in the phylogenies masks an import-
ant contribution to adaptation. While the vast majority of models 
and simulators of molecular evolution still implements a solely allelic 
view of evolution, where rearrangements can modify gene organi-
zation but cannot create new gene sequences, our results suggest 
that the innovative potential of rearrangements is not marginal and 
that it is essential to integrate them into population genetics models.
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