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Abstract

We prove the local convergence of uniform bipartite maps with prescribed face degrees
in the high genus regime. Unlike in the previous work [6] on the subject, we do not make
any assumption on the tail of the face degrees, except that they remain finite in the limit.

1 Introduction

Infinite local limits of random planar maps have been the object of extensive literature since the
introduction of the UIPT by Angel and Schramm [1]. In particular, local limits of Boltzmann
bipartite planar maps are now very well understood [2, 3] (we also refer to [8] for a complete
survey and to [10] for an investigation of the non-bipartite case). On the other hand, the study of
random maps whose genus goes to infinity at the same time as their size is much more recent. It
was proved in [5] that uniform high genus triangulations converge locally to a model of random
infinite hyperbolic triangulations introduced earlier by Curien [7]. This result was extended to a
large class of bipartite maps in [6] (with the limiting objects defined in [4, Appendix C]) under
the assumption that the expected degree of a typical face remains finite in the limit. The goal
of this note is to get rid of this assumption.

More precisely, let f = (fj)j≥1 be a face degree sequence (i.e. a sequence of nonnegative
integers such that fj = 0 for j large enough), and let 0 ≤ g ≤ 1

2

∑
j≥1(j − 1)fj . We denote by

Mf ,g a uniform random bipartite map of genus g with exactly fj faces of degree 2j for all j ≥ 1

(the bound on g guarantees the existence of such maps). We also write |f | =
∑

j≥1 jfj for the
number of edges of such a map. On the other hand, a family of models (Mq) of random infinite
bipartite planar maps was introduced in [4, Appendix C]. These models are indexed by a set Qh

of weight sequences q = (qj)j≥1 (i.e. sequences of nonnegative numbers), and the distribution
of Mq is characterized by the following Boltzmann property. There are constants Cp for p ≥ 1

such that for every finite bipartite map m with a hole of perimeter 2p (see Section 2 for precise
definitions), we have

P (m ⊂Mq) = Cp ×
∏
f∈m

qdeg(f)/2,

where the product is over all internal faces of m. It was proved in [4, Appendix C] that if such a
map exists, its distribution is determined by q, so the notation Mq makes sense. We will prove
the following local convergence result.
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Theorem 1. Let (fn)n≥1 be a sequence of face degree sequences, and let (gn) be a sequence
such that 0 ≤ gn ≤ 1

2

∑
j≥1(j − 1)fnj for all n ≥ 1. We assume that |fn| → +∞ when n→ +∞

and that
fn
j

|fn| → αj for all j ≥ 1, where
∑

j≥1 jαj = 1. We also assume gn
|fn| → θ, where

0 ≤ θ < 1
2

∑
j≥1(j − 1)αj .

Then we have the convergence in distribution

Mfn,gn

(d)−−−−−→
n→+∞

Mq

for the local topology, where the weight sequence q depends only on θ and (αj)j≥1. Moreover,
this induces a bijection between on the one hand the parameters ((αj)j≥1, θ) satisfying the
assumptions above and on the other hand the weight sequences q such that Mq exists.

This was also the main result of [6] under the additional assumption that
∑

j≥1 j
2αj < +∞,

which is equivalent to saying that the limit distribution of the degree of the root face of Mfn,gn

has finite expectation. On the other hand, the conditions required here are the minimal ones
needed to obtain a limit with finite faces and finite vertex degrees: if

∑
j≥1 jαj < 1, then the

face incident to the root edge has a positive probability to become infinite in the limit. If
θ = 1

2

∑
j≥1(j − 1)αj , then by the Euler formula the expected inverse degree of the root vertex

goes to 0, which means that the degree of the root goes to infinity in probability.

Quenched local convergence. As a byproduct of the proof, we obtain a quenched local limit
result, which is a slight reinforcement of Theorem 1. If m0 is a finite bipartite planar map with
a hole (see Section 2 for the precise definition) and m is a finite bipartite map, we denote by
occm0(m) the number of occurences of m0 in m. In other words, this is the number of oriented
edges e of m such that there is a neighbourhood of e in m that is isomorphic to m0, in such a
way that e is matched with the root edge of m0.

Theorem 2. Let (fn)n≥1 and (gn) satisfy the assumptions of Theorem 1. Then for any finite
planar bipartite map m0 with a hole, we have the convergence in probability

occm0 (Mfn,gn)

2|fn|
−−−−−→
n→+∞

P (m0 ⊂Mq) ,

where q depends only on θ and (αj)j≥1 and is the same as in Theorem 1.

This was not proved in [6], even under the light tail assumption. Note that Theorem 1
directly implies the convergence of 1

2|fn|E [occm0 (Mfn,gn)], which is weaker. On the other hand,
the analog of Theorem 2 was proved in [9] for a wide class of models of genus 0 (that is, for
critical Boltzmann maps without bipartiteness assumption).

Sketch of the proof. In [6, Theorem 2], it is proved (under the general assumptions of
Theorem 1) that (Mfn,gn) is tight for the local topology and that any subsequential limit is of
the form MQ for some random Boltzmann weight sequence Q. The next step of [6], which is
the only one requiring the assumption

∑
j j

2αj < +∞, consists in proving that if one picks two
roots en, e′n independently in Mfn,gn , the limiting (random) Boltzmann weights Q and Q′ that
we observe around en and e′n are almost surely the same. For face degrees with a light tail, this
was shown in [6, Section 5] by a surgery argument called the two-holes argument. This argument
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relied on finding a common value attained by two random walks with a positive drift. However,
if the face degrees have a heavy tail, the associated random walks may have large positive jumps,
so it is possible that their ranges do not intersect.

Therefore, our proof that Q = Q′ will be completely different (but perhaps simpler) and
consist in two steps: first, we observe that the neighbourhoods of en and e′n in Mn must satisfy
a certain joint spatial Markov property. We deduce from this property (Proposition 6) that if
these neighbourhoods converge jointly to two Boltzmann maps M and M ′ with random weights
Q and Q′, then M and M ′ are independent conditionally on (Q,Q′). This will follow from
appplying an intermediate result of [6] (Proposition 5 below) to the law of M conditionally on
M ′. In the second step of the proof, we study the density of certain local patterns (see Figure 1)
in M and M ′: on the one hand, a simple combinatorial argument on Mfn,gn shows that this
density must be the same around en and e′n. On the other hand, the density of these patterns
is sufficient to characterize Q and Q′, which will show that Q = Q′.

2 Notation

Maps. A (finite or infinite) map M is a way to glue a finite or countable collection of finite
oriented polygons, called the faces, along their edges in a connected way, in such a way that any
vertex is incident to finitely many faces. The maps that we consider will always be rooted, i.e.
equipped with a distinguished oriented edge called the root edge. An infinite mapM is one-ended
if for any finite set A of faces, the map M\A has only one infinite connected component. If the
number of faces is finite, then M is always homeomorphic to an orientable topological surface,
so we can define the genus of M as the genus of this surface. In particular, we call a map planar
if it has genus 0. A bipartite map is a rooted map where it is possible to color all vertices in
black or white without any monochromatic edge. In a bipartite map, all faces have an even
degree. In what follows, we will only deal with bipartite maps even when it is not specified.

If m is a (finite or infinite) map rooted at e and if r ≥ 1, we write Br(m, e) for the ball of
radius r around e in m. More precisely Br(m, e) is the map formed by the faces of m containing
a vertex at graph distance at most r from the starting point of e, along with all their vertices
and edges. If (m, e) and (m′, e′) are two rooted maps, we define the local distance between them
by

dloc
(
(m, e), (m′, e′)

)
=
(
1 + min{r ≥ 1|Br(m, e) 6= Br(m

′, e′)}
)−1

.

All the map convergences that we will consider will be for the topology induced by dloc. We also
denote by B the space of infinite bipartite planar maps, equipped with dloc and the associated
Borel σ-algebra.

For every f = (fj)j≥1 and g ≥ 0, we will denote by Bg(f) the set of bipartite maps of genus
g with exactly fj faces of degree 2j for all j ≥ 1. In particular, such a map exists if and only
if
∑

j≥1(j − 1)fj ≥ 2g, and in this case it has |f | =
∑

j≥1 jfj edges. We will denote by βg(f)
the cardinality of Bg(f). Finally, for j ≥ 1, we denote by 1j the sequence defined by (1j)i = 1

if i = j and 0 if not.

Maps with boundaries. As often in the literature on local limits of maps, we will need to
consider two different notions of bipartite maps with boundaries, that we call maps with a hole
and maps of multi-polygons.
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Definition 1. A planar map with a hole is a finite, bipartite planar map with a marked face
(called its hole) such that:

• the boundary of the hole is a simple cycle,

• the adjacency graph of the internal faces (i.e. all the faces except the hole) is connected,

• the root edge may be any oriented edge of the map.

By convention, the trivial map consisting of two vertices joined by a single edge is a map with
a hole (and no internal face). If m is a map with a hole, we denote by ∂m the boundary of the
hole.

Definition 2. Let ` ≥ 1 and p1, p2, . . . , p` ≥ 1. A map of the (2p1, . . . , 2p`)-gon is a finite
bipartite map with ` marked oriented edges (ei)1≤i≤`, such that:

• e1 is the root edge,

• the faces on the right of the ei are pairwise distinct,

• for all 1 ≤ i ≤ `, the face on the right of ei has degree 2pi.

We will actually only need this definition for ` = 1 and ` = 2. The faces on the right of the
marked edges are called external faces, and the other ones are called internal faces. We denote
by B(p1,p2,...,p`)g (f) the set of bipartite maps of the (2p1, 2p2, . . . , 2p`)-gon of genus g with internal
face degrees given by f. We also denote by β(p1,p2,...,p`)g (f) its cardinal.

Note that in this second definition, we do not ask that the boundaries are simple or disjoint.

Map inclusion. Like in [6], our definition of map inclusion is the one tailored for the lazy
peeling of [2] (see also [8]). Let m be a map with a hole and let M be a finite or infinite map.
We write m ⊂ M if M can be obtained by gluing a (finite or infinite) map of the |∂m|-gon in
the hole of m. Note that the boundary of a map of the 2p-gon is not necessarily simple, which
may mean that two edges on the boundary of m could correspond to two sides of the same edge
of M . We also note that we always have m ⊂M if m is the trivial one-edge map.

Infinite Boltzmann bipartite maps. Let q = (qj)j≥1 be a sequence of nonnegative real
numbers (we will use mathbf characters for sequences and usual characters for their terms).
We say that a random infinite, one-ended bipartite planar map M is q-Boltzmann if there are
constants (Cp)p≥1 such that, for every finite bipartite map m with a hole of perimeter 2p, we
have

P (m ⊂M) = Cp

∏
f∈m

qdeg(f)/2,

where the product is over all internal faces of m. We also denote by Qh the set of weight
sequences q for which such a random map exists. It is proved in [4, Appendix C] that if q ∈ Qh,
then there is a unique (in distribution) q-Boltzmann infinite map. We denote it by Mq. In
particular, the numbers Cp only depend on q, so we can write them Cp(q). An explicit formula
for Cp(q) (which will not be needed here) is provided in [4, Appendix C]. In particular, this
formula gives C1(q) = 1 (the interpretation is that the trivial map consisting of two vertices
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joined by the root edge is always included in Mq). Moreover, if Q is a random variable with
values in Qh, we denote by MQ a random infinite map which has the law of Mq conditionally
on Q = q. That is, for any finite planar map m with a hole, we have

P (m ⊂MQ) = E

Cp(Q)
∏
f∈m

Qdeg(f)/2

 .
Finally, we recall that by [6, Proposition 7], the weight sequence q can almost surely be recovered
from Mq. More precisely, there is a measurable function q̃ : B → Qh such that for all q ∈ Qh,
we have q̃ (Mq) = q almost surely.

3 Setup

For the rest of the paper, we fix face degree sequences fn and a sequence (gn) satisfying the
assumptions of Theorem 1, and we write Mn for Mfn,gn .

Theorem 2 of [6] states that the sequence (Mn) is tight for the local topology and that
any subsequential limit is of the form MQ for some random sequence Q with Q ∈ Qh a.s..
In particular, let us focus on such a subsequence. Conditionally on Mn, let en, e′n be two
independent uniform oriented edges of Mn. By invariance of Mn under uniform rerooting, both
(Mn, en) and (Mn, e

′
n) have the same distribution as Mn. Hence, up to further extraction, we

may assume the joint local convergence(
(Mn, en) ,

(
Mn, e

′
n

))
−−−−−→
n→+∞

(
M,M ′

)
(1)

in distribution, where M and M ′ both have the same law as MQ for some random variable
Q ∈ Qh. In this setting, our main goal will be to prove the following result.

Proposition 3. Almost surely, we have q̃(M) = q̃(M ′).

Proof of Theorem 1 using Proposition 3. Proposition 3 is exactly the same as [6, Proposition
30], but without the assumption

∑
j≥1 j

2αj = +∞. In [6], the end of the proof of the main
Theorem using Proposition 30 (that is, the argument of Section 5.4) does not require the use of
the tail assumption, so the exact same proof applies here.

It remains to check the claim that the application ((αj), θ) → q is bijective. For this, for
q ∈ Qh and j ≥ 1, let

aj(q) =
1

j
P (the root face of Mq has degree 2j) and d(q) = E

[
1

degMq
(ρ)

]
,

where ρ is the root vertex of Mq. As noted in [6, Corollary 31] as a consequence of the Euler
formula, under the assumptions of Theorem 1, we must have aj(q) = αj for all j ≥ 1 and d(q) =
1
2

(
1− 2θ −

∑
j αj

)
. Therefore, the only parameters yielding Mq as a local limit are αj = aj(q)

and θ = 1
2

(
1− 2d(q)−

∑
j≥1 aj(q)

)
. This proves both injectivity and surjectivity.
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4 Markovian pairs of infinite maps

The goal of this section is to show that a certain joint Markov property for pairs of infinite
random maps implies that the two elements of the pair are independent conditionally on their
Boltzmann weights. This will constitute the first step of the proof of Proposition 3.

Definition 4. 1. Let M be a random infinite, one-ended bipartite planar map. We say that
M is Markovian if for any bipartite map m with a hole of perimeter 2p and internal face
degrees given by v, the probability P (m ⊂M) only depends on p and v.

2. Let (M,M ′) be a pair of random infinite, one-ended bipartite planar maps. We say that
(M,M ′) is Markovian if it satisfies the following property. For any two bipartite maps m
(resp. m′) with a hole of perimeter 2p (resp. 2p′) and internal face degrees given by v

(resp. v′), the probability
P
(
m ⊂M and m′ ⊂M ′

)
only depends on p, p′, v and v′.

We first recall [6, Theorem 4], which provides a classification of Markovian maps.

Proposition 5. For any Markovian map M , there is a random variable Q with values in Qh

such that M has the law of MQ.

Here is a convenient way to write down this result: for any bounded measurable function f
from the space B of infinite bipartite planar maps to R, we define f̂ : Qh → R by f̂(q) = E [Mq].
We also recall that there is a measurable function q̃ such that for any q ∈ Qh, we have q̃(Mq) = q

a.s.. Proposition 5 says that if M is Markovian, then there is Q such that for any f , we have

E [f(M)] = E
[
f̂(Q)

]
= E

[
f̂(q̃(M))

]
.

We will now prove a natural extension of Proposition 5 to pairs of maps.

Proposition 6. Let (M,M ′) be a Markovian pair of random, infinite, one-ended bipartite
planar maps. Then there is a pair of random variables (Q,Q′) with values in Qh such that
conditionally on (Q,Q′), the pair (M,M ′) has the same joint distribution as two independent
infinite Boltzmann maps with Boltzmann weights Q and Q′.

Proof. Let (M,M ′) be a Markovian pair. The result is equivalent to finding a pair (Q,Q′) of
variables on Qh such that for any two bounded measurable functions f, g : B → R, we have

E
[
f(M)g(M ′)

]
= E

[
f̂(Q)ĝ(Q′)

]
. (2)

Roughly speaking, the proof will consist of applying Proposition 5 to the conditional distribution
of M given M ′.

More precisely, let us fix m′ such that P (m′ ⊂M ′) > 0. For any m, the quantity

P
(
m ⊂M |m′ ⊂M ′

)
=

P (m ⊂M and m′ ⊂M ′)
P (m′ ⊂M ′)

only depends on the perimeter and internal face degrees of m. This proves that the law of M
conditionally on m′ ⊂ M ′ is Markovian. By the discussion following Proposition 5, for any
bounded measurable function f : B → R, we have

E
[
f(M)|m′ ⊂M ′

]
= E

[
f̂ (q̃(M)) |m′ ⊂M ′

]
. (3)
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Now consider a peeling algorithm on M ′ which almost surely explores the whole map (for
example, always peel a boundary edge with minimal distance to the root). We write M ′n for the
explored part ofM ′ after n peeling steps. By applying (3) to each possible value ofM ′n, we have

E
[
f(M)|M ′n

]
= E

[
f̂ (q̃(M)) |M ′n

]
for all n ≥ 1. Since

⋃
nM

′
n =M ′, the σ-algebra generated by (M ′n)n is the σ-algebra generated

by M ′, so by the martingale convergence theorem, letting n→ +∞, we can write

E
[
f(M)|M ′

]
= E

[
f̂ (q̃(M)) |M ′

]
(4)

almost surely, and a similar relation holds if we switch the roles of M and M ′. Therefore, let
f, g be two bounded measurable functions from B to R. Applying (4) first to (M,M ′) and then
to (M ′,M), we obtain

E
[
f(M)g(M ′)

]
= E

[
f̂ (q̃(M)) g(M ′)

]
= E

[
f̂ (q̃(M)) ĝ

(
q̃(M ′)

)]
.

This proves (2) with Q = q̃(M) and Q′ = q̃(M ′), and therefore the proposition.

5 Equality of Boltzmann weights

We now want to prove Proposition 3. The first step is an easy consequence of Proposition 6.

Lemma 7. In the setting of Section 3, conditionally on the Boltzmann weights (q̃(M), q̃(M ′)),
the random maps M and M ′ are independent.

Proof. By Proposition 6, it is sufficient to prove that the pair (M,M ′) is Markovian. For this,
let m (resp. m′) be a finite planar, bipartite map with a hole of perimeter 2p (resp. 2p′) and
internal face degrees given by v (resp. v′). Along some subsequence, we can write

P
(
m ⊂ (Mn, en) and m′ ⊂ (Mn, e

′
n)
)
−−−−−→
n→+∞

P
(
m ⊂M and m′ ⊂M ′

)
.

On the other hand, we can decompose the left-hand side according to whether the copy of m
around en and the copy of m′ around e′n are face-disjoint or not. If they are not, it means that
e′n lies in the ball of radius diam(m) + diam(m′) around en. However, by local convergence of
(Mn, en), the volume of this ball is tight as n → +∞. Since e′n is chosen uniformly in Mn, the
probability that this occurs goes to 0. On the other hand, we have

P
(
m ⊂ (Mn, en) and m′ ⊂ (Mn, e

′
n) face-disjointly

)
=
β
(p,p′)
gn (fn − v − v′)

2|fn|βgn(fn)
.

Therefore, we must have

β
(p,p′)
gn (fn − v − v′)

2|fn|βgn(fn)
−−−−−→
n→+∞

P
(
m ⊂M and m′ ⊂M ′

)
along some subsequence. Since the left-hand side only depends on (p, p′,v,v′), so does the
right-hand side.
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j − 1 . . .
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j − 1

j − 1

Figure 1: The maps m1
j (on the left) and m2

j (on the right). On each map, the root is in red
and the hole is the face of degree 2 on its right.

We can now finish the proof of Proposition 3 (and therefore of Theorem 1). The second step
consists in computing in two different ways the probability to observe a certain pattern around
the root in M and M ′.

Proof of Proposition 3. We write Q = q̃(M),Q′ = q̃(M ′). We fix some j ≥ 1, and denote by
m1

j and m2
j the two maps with a hole of Figure 1. Both of these maps have a hole of perimeter 2

and m1
j has exactly one internal face with degree 2j, whereas m2

j has exactly two internal faces,
each with degree 2j. Now let n be in a subsequence along which (1) holds. Then we have

P
(
m2

j ⊂ (Mn, en)
)
=
β
(1)
g (fn − 2 · 1j)

βg(fn)
=
βg(f

n − 2 · 1j)
βg(fn)

by closing the root edge. By local convergence, this implies

βg(f
n − 2 · 1j)
βg(fn)

−−−−−→
n→+∞

P
(
m2

j ⊂M
)
= E

[
C1(Q)Q2

j

]
= E

[
Q2

j

]
(5)

along our subsequence. By symmetry, the same is true if we replace Qj by Q′j .
On the other hand, if we have both m1

j ⊂ (Mn, en) and m1
j ⊂ (Mn, e

′
n) with face-disjoint

copies ofm1
j , then the complement of the two copies ofm1

j is a map with genus g, two boundaries
of length 2 and inner face degrees given by fn − 2 · 1j . Therefore, we have

P
(
m1

j ⊂ (Mn, en) and m1
j ⊂

(
Mn, e

′
n

))
=
β
(1,1)
g (fn − 2 · 1j)
2|fn|βg(fn)

+O

(
1

n

)
=

(2|fn| − 2)βg(f
n − 2 · 1j)

2|fn|βg(fn)
+O

(
1

n

)
,

where the O
(
1
n

)
accounts for the probability that en and e′n are the same edge (possibly with

different orientations). The second equality comes from closing the two boundaries, which leaves
a marked edge in addition to the root. Hence, letting n→ +∞ and using local convergence, we
can write

βg(f
n − 2 · 1j)
βg(fn)

−−−−−→
n→+∞

P
(
m1

j ⊂M and m1
j ⊂M ′

)
.

By conditioning on (Q,Q′) and using Lemma 7, this becomes

βg(f
n − 2 · 1j)
βg(fn)

−−−−−→
n→+∞

E
[
C1(Q)QjC1(Q

′)Q′j
]

= E
[
QjQ

′
j

]
. (6)

Combining (5) and (6), we finally find

E
[(
Qj −Q′j

)2]
= E

[
Q2

j

]
+ E

[
(Q′j)

2
]
− 2E

[
QjQ

′
j

]
= 0,
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so Qj = Q′j a.s.. Since this is true for all j ≥ 1, this concludes the proof of Proposition 3.

Proof of Theorem 2. The proof is a standard second moment argument combining Theorem 1
and Proposition 6. More precisely, we fix a finite planar map m0 with a hole. Let (fn) and
(gn) satisfy the assumptions of Theorem 1, and let q ∈ Qh be the weight sequence provided
by Theorem 1. In this proof, we do not restrict the values of n to a subsequence. Let en, e′n
be picked uniformly and independently among the 2|fn| oriented edges of Mn = Mfn,gn . By
Theorem 1 and invariance of Mn under uniform rerooting, we can write

E [occm0 (Mn)]

2|fn|
= P (m0 ⊂ (Mn, en)) −−−−−→

n→+∞
P (m0 ⊂Mq) . (7)

On the other hand, we claim that the pair ((Mn, en), (Mn, e
′
n)) converges jointly to a pair of

independent copies of Mq. Indeed, the pairs ((Mn, en), (Mn, e
′
n)) are tight by tightness of both

marginals and any subsequential limit (M,M ′) is a Markovian pair by the same reasoning as
the proof of Lemma 7. Therefore, by Proposition 6, the maps M and M ′ are independent
conditionally on their Boltzmann weights. But by Theorem 1, these Boltzmann weights must
be q, so the only possible subsequential limit consists of two independent copies

(
Mq,M′q

)
of

Mq.
Therefore, we can finally write

E
[
(occm0 (Mn))

2
]

(2|fn|)2
= P

(
m0 ⊂ (Mn, en) and m0 ⊂ (Mn, e

′
n)
)

−−−−−→
n→+∞

P
(
m0 ⊂Mq and m0 ⊂M′q

)
= P (m0 ⊂Mq)

2 . (8)

Combining (7) and (8), we find that the variance of occm0 (Mn)

2|fn| goes to 0 as n → +∞, which
concludes the proof.
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