ENS de Lyon — Mathematic department Master 1 — Spring 2024
Stochastic processes V. Issa & E. Jacob

TD5 : Kolmogorov’s Equations

Exercice 1 — Birth and death processes.
We consider the continuous time Markov process X with values in N and intensity matrix

@ given by:

4i; = —Bi—0; sij=1#0
0 sinon,

where the (; et 9; are assumed to be nonnegative.

(1) Let ¢ € N, using Kolmogorov’s equation, write down a system of differential equa-
tions satisfied by p;;(t) = P;(X; = j).

(2) Show that under the hypothesis that for all i € N, ; = 0 or for all i € N, §; = 0,
the system of differential equations of the previous question admits at most one
solution on R,.

(3) Assume that for all i € I, 5; = f and ¢; = 0, show that when the process is started
at Xo = 0, the law of X, is Poisson with parameter (t.

(4) Assume that for all i € I, 5; = 0 and 0; = i, show that when the process is started
at Xo = C > 0, the law of X, is binomial with parameters (C,e~%).

(5) Give an interpretation of the Markov chain in (4), give another way to compute
the value of the extinction probability Po(X; = 0).

Exercice 2 — Kolmogorov’s equations makes your life easier.

Let I be a set and X a continuous time Markov chain with intensity matrix ). Let A be
a signed measure on [ and f: I — R, we let g\(¢) = E\[f(Xy)] := D> A{i}) E;[f(Xy)]. In
this exercise, we assume that the integrals/sums are well-defined and that we can derive
under the integral/sum. Note this is in particular always the case when [ is finite, but
could be false in general.

(1) Identifying the measure A with the lign vector (A({i}))ic; and the function f with
the column vector (f(j));er, show we have

ga(t) = AP(t) [.
(2) Show that g, is differentiable and that for every ¢ > 0,
g;(t) =Ex [f(X3)] = EAQf(Xy)].

Consider the model of exercise 3 from TD3. A population of independent bacterias. Each

bacteria splits into two bacterias after an exponential time of parameter \. Let X; denote
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the number of bacterias in the population at time t. We have shown previously that X is
a Markov chain with intensity matrix,

—Xi  when j =1
Gij = { A\ when j =i +1
0 otherwise

We also recall that the law of X, started from X, = 2 is the equal to the law of the sum
of two independent copies of X; started from 1.

(3) Let r € (—1,1), use the previous questions to find a differential equation satisfied
by gi(t) = Eq[r¥].

(4) Bonus :  Using f(z) = 1g:(z) find some special cases of the birth and death
process from exercise 1 where you can derive some bounds on the probability of
extinction Py (X; = 0).

Exercice 3 — Intensity matriz and transition matrices.
Let I be a finite set, we set that a matrix P on [ is stochastic when all of its entries are
nonnegative and for every i € I,

Z F)i,j = 1

jeJ
Let Q@ = (qi;)ijer be a matrix on I, for t > 0, let P(t) = €9, We aim to show the
equivalence of the following three statements:
(i) @ is an intensity matrix
(ii) P(t) is a stochastic matrix for all ¢ in a neighbourhood of 0.
(iii) P(t) is a stochastic matrix for all ¢ > 0.
(1) Show (ii) and (iii) are equivalent.
(2) Show (ii) implies (i).
(3) We now suppose (i) is satisfied.
(a) Show that for all i and all ¢, we have >, P(t);; = 1. (Hint: Use the ODE
satisfied by P)
(b) Show the entries of the matrix P(¢) are nonnegative.

1) Sh
2) Show
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