
by hillslopes that are much less steep.
In each of these examples, baselevel low-

ering has led to destabilization of the
bounding hillslopes, resulting in steep toes
that may coalesce along the channel to
form inner gorges. Our experiments show
that an inner gorge may well represent part
of the natural development of hillslopes,
rather than indicate tectonic or climatic
rejuvenation. Because slope-clearing events
are rare, instantaneous hillslope profiles will
most likely show the steepened toes formed
by smaller landslides. The detailed hillslope
morphology, as well as the gross relief (11),
may thus be a quantitative measure of the
landscape-scale rock strength, at least in
cases where this strength is controlled by
discontinuities.

Hillslope profiles in the physical model
are independent of the rate of boundary
drop; no time scale is involved. We expect
different system behavior if dynamic forces
such as earthquakes are introduced, or if
the strength of the rock mass is time de-
pendent. If the rate of generation of low-
strength fractures and joints is much high-
er than the rate of stripping, there will
always be sufficient material of relatively
low cohesion to yield deep-seated land-
slides, and we would expect hillslopes to
evolve as in our experiments.
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An Explanation for Earth’s Long-Term
Rotational Stability

Mark A. Richards, Yannick Ricard, Carolina Lithgow-Bertelloni,
Giorgio Spada, Roberto Sabadini

Paleomagnetic data show less than ;1000 kilometers of motion between the paleo-
magnetic and hotspot reference frames—that is, true polar wander—during the past 100
million years, which implies that Earth’s rotation axis has been very stable. This long-term
rotational stability can be explained by the slow rate of change in the large-scale pattern
of plate tectonic motions during Cenozoic and late Mesozoic time, provided that sub-
ducted lithosphere is a major component of the mantle density heterogeneity generated
by convection. Therefore, it is unnecessary to invoke othermechanisms, such as sluggish
readjustment of the rotational bulge, to explain the observed low rate of true polar
wander.

Movement of the Earth with respect to its
axis of rotation on long time scales (103 to
109 years) is called polar wander, as distin-
guished from shorter term periodic or tran-
sient fluctuations, which are called wobble
(1). Assuming that the average paleomag-
netic axis corresponds to the paleorotation

axis, paleomagnetic data can be used to
measure the path of polar wander over
continents or plates, which results mainly
from plate tectonic motions. Paleomag-
netic data can also be used to measure
polar wander with respect to volcanic hot-
spots, such as Hawaii or Iceland, which
appear to remain relatively fixed with re-
spect to the more rapid global plate mo-
tions (2). This true polar wander (TPW) is
generally taken as evidence that the mass
redistribution resulting from mantle con-
vection causes relative motion between
Earth’s principal inertia axis and the deep
mantle source region for hotspots (3).
Therefore, the paleomagnetic record of
TPW provides a temporal constraint on
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models of mantle convection and plate
tectonics.

Measurement of TPW is indirect and
somewhat controversial. One method is to
form the difference between the apparent po-
lar wander paths of a continent in the hotspot
and paleomagnetic reference frames. For ex-
ample, calculated TPW paths (4–6) show
that the paleomagnetic pole has moved with
respect to hotspots (Fig. 1A) by only about
10° of latitude since ;100 million years ago
(Ma). Error estimates are generally on the
order of;5° or more, and the various analyses
give somewhat different TPW paths; howev-
er, there appears to be a resolvable motion of
the rotation axis with respect to hotspots of
about 5° to 10° toward Greenland (in modern
geographic coordinates) since early Tertiary
time (;50 to 60 Ma), preceded by motion of
about 10° to 15° away from Greenland since
mid-Cretaceous time (;100 Ma) (7). Thus,
the rate of TPW in recent Earth history has
been only about 0.1° to 0.2° per million years.
Rates of TPW before about 90 to 100 Ma may
have been several times more rapid, but pa-
leomagnetic data from hotspots this age and
older are fewer in number and are subject to
large errors (1).

Earth’s inertia tensor is most likely con-
trolled by internal mass rearrangements at-
tributable to mantle convection, and it is
surprising that there has been so little TPW
since late Mesozoic time (8, 9). Simple iso-
viscous mantle (upper and lower mantle vis-
cosity being equal) convection models pre-
dict polar wander rates on the order of 1° to
10° per million years when the models are
scaled to Earth-like parameters for viscosity,
heat production, and surface plate velocities
(10). Two plausible explanations for the
much slower observed rate of TPW have
been suggested: (i) Earth’s internal density
structure changes on a time scale significant-
ly longer than that associated with surface
plate motions (1, 11), and (ii) the lower
mantle is of sufficiently high viscosity to
inhibit relaxation of Earth’s rotational bulge,
thus filtering out, in time, more rapid fluc-
tuations in the planet’s inertia tensor (8,
12–14). However, such long relaxation times
imply that the average mantle viscosity is at
least an order of magnitude larger than that
inferred from studies of postglacial rebound
and that the ratio of lower to upper mantle
viscosity is much larger than that allowed by
geoid models (15). Here, we show that the
slow rate of change of Earth’s internal den-
sity structure may explain the slow observed
rate of TPW by modeling the recent evolu-
tion of mantle density heterogeneity and its
effect on rotational dynamics.

Problems of rotational dynamics can be
understood with the use of the Liouville
equation (16), which describes the conser-
vation of angular momentum for a rotating

body in the absence of external torques in a
body-fixed (noninertial) reference frame

d
dt
(J z v) 1 v 3 J z v 5 0 (1)

where v is the angular velocity vector, the
derivative is with respect to time t, and the
time-dependent second-order symmetric in-
ertia tensor J is given by

Jij(t) 5 Idij 1
kT~t!R5

3G
*[v i(t)v j(t)

2
1
3

v2~t)dij] 1 [d(t) 1 kL(t)]*Cij(t)

(2)

where d(t) is the Dirac function, G the grav-
itational constant, dij the Kronecker delta
function, and * indicates a convolution in
time (13). The first term of Eq. 2 is the main
inertia I of a spherically symmetric Earth,
which is about 0.33MR2, where M and R are
Earth’s mass and mean radius, respectively.
The second term describes the effect of cen-
trifugal deformation (the rotational “bulge”),
which is on the order of 1023 MR2 and in-
volves a tidal Love number kT, whose limit for
the time scale of interest here is referred to as
the tidal fluid Love number (16). This Love
number accounts for the effect of self-gravita-
tion on Earth’s rotational figure. The centrif-
ugal term therefore limits the TPW velocity
because the rotational axis can change only as
fast as Earth’s rotational bulge relaxes by

means of viscous mantle flow (8, 13). The
third term in Eq. 2 represents changes in
inertia due to internal mass rearrangement C
and is on the order of 1025 MR2 for mantle
convection processes. This term also involves
viscous deformation of the Earth due to inter-
nal mass anomalies through the spherical har-
monic degree 2 loading Love number kL,
which accounts for the surface and core-man-
tle boundary topography induced by loading
(17). The nonlinear Euler equations 1 can be
solved numerically (13) given an excitation-
function time history C(t) and a viscosity
model of Earth’s mantle, for calculating kL

and kT (18).
True polar wander can be caused by

changes in the inertia tensor due to internal
mass redistribution, which can be expressed
in terms of C(t). These changes can arise
from a variety of mechanisms, such as mantle
convection, plate motions, or glacioisostatic
adjustment. Although TPW on the 1000- to
100,000-year time scale can be strongly af-
fected by glacial isostasy, these fluctuations
probably average out on longer time scales
(19); thus, longer term TPW almost certain-
ly results from mantle convection.

The largest changes in mantle mass heter-
ogeneity attributable to convection are prob-
ably caused by subduction, which injects cold
slabs of the lithospheric thermal boundary
layer into the mantle where plates converge.
Subduction zones can be mapped reasonably
well from global plate reconstructions for Ce-
nozoic and late Mesozoic time (20, 21). We

Fig. 1. (A) Motion of Earth’s rotation axis with respect to hotspots, as deduced from the paleomagnetic
data of Besse and Courtillot (6) (BC: solid circles), Livermore, Vine, and Smith (4) (LVS: solid triangles),
and Andrews (5) (A: open diamonds). Symbols are given at 10-Ma time intervals, with the 0, 50, 60, and
100 Ma times for the BC curve labeled. Error ellipses are not shown because they would render the plot
unreadable, but they were typically about 5° to 10° of latitude in diameter (4–6). For reference, a 10°
error ellipse would completely fill the area within the 85°N circle, so the details of the various curves are
not well resolved. (B) Motion of Earth’s rotation axis with respect to hotspots, computed for the
isoviscous (VR 5 1: solid triangles) and layered viscosity (VR 5 30: solid circles) models. Symbols are
given at 10-Ma intervals, with the 0, 50, 60, and 100 Ma times for the VR 5 30 case labeled. These
computations are compensated (26), so that the present-day model rotation axis corresponds to the
North Pole.

REPORTS
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used paleosubduction zones to infer mantle
heterogeneity changes, following a modeling
strategy used to account for the shape of
Earth’s gravity field (geoid), global plate mo-
tions, and much of the observed seismic het-
erogeneity structure of the mantle (15, 22,
23). Although other mantle heterogeneity
sources are present—for example, mantle

plumes associated with volcanic hotspots—
the use of maps of ancient subduction zones to
model polar wander represents a minimum in
terms of temporal internal mass fluctuations
due to mantle convection.

Our time-dependent model of mantle mass
heterogeneities attributable to subduction
(15, 20, 22) includes (i) locating subduction

zones in the hotspot reference frame since 200
Ma using published plate reconstructions, (ii)
computing the mass anomalies sinking along
ancient trenches according to local subduc-
tion rates and a model of the thermal structure
of oceanic lithosphere (15, 22), and (iii) al-
lowing these subducted mass anomalies to
sink through the mantle at their initial rate of
convergence (whole mantle convection is as-
sumed). For cases in which the viscosity of the
lower mantle was higher than that of the
upper mantle, we slowed the sinking of the
slabs as they entered the lower mantle by an
empirical factor, which was chosen to give
good agreement with independent geophysi-
cal observations. In previous work (15, 23),
we showed that slowing the sinking of slabs by
a factor of about 4 in the lower mantle fits
seismic heterogeneity and the nonhydrostatic
geoid and yields a reasonable dynamical mod-
el of global Cenozoic plate motions. This
factor of 4 is also consistent with constraints
on mantle viscosity structure, which suggest
an increase by about a factor of 30 to 100 in
mantle viscosity with depth (24). [Slab sink-
ing velocities are expected to scale roughly
with the log of the viscosity contrast (25).]

Our model leads to a time-dependent
mantle heterogeneity field, which for our
purposes becomes the excitation function C
and drives polar wander in the hotspot ref-
erence frame. Snapshots of this model at
various mantle depths for the present day
and 56 Ma (Fig. 2A) mimic the downward
projection of ancient and modern subduc-
tion zones, with the deeper slabs generally
being older. Although there are fine-scale
fluctuations, the large-scale, largely circum-
Pacific pattern of subduction has not
changed much since the beginning of Ceno-
zoic time. This fact is emphasized in a com-
parison of the harmonic degree 2 geoids pre-
dicted by the slab model at the same times
(Fig. 2B). The degree 2 geoid—involving an
integral of mass heterogeneities over the
depth of the mantle—changes very little in
shape during this time interval, which means
that the inertia excitation function C also
changes little. The inertia tensor is linearly
related to the degree 2 geoid coefficients
(16). This result suggests, before any rota-
tional dynamics calculations, that subduc-
tion itself may cause little Cenozoic TPW.

Full dynamical calculations based on the
solution of Eqs. 1 and 2 confirm this predic-
tion. In the simplest, isoviscous model (Fig. 3)
(upper mantle viscosity 5 1021 Pazs, lower/
upper mantle viscosity ratio VR 5 1), slabs
sink through the entire mantle at a uniform
rate. For viscosity ratios of VR 5 30 and 100,
we slowed the slabs by a factor of 4 as they
sank into the lower mantle. The layered vis-
cosity models give smoother TPW curves
than does the isoviscous model. This smooth-
ness results mainly from the effect of slowing

Fig. 2. (A) Time snapshots of the subduction heterogeneity model (degree l 5 20) (15, 20, 22) for the
present day and 56 Ma. The gray areas indicate the presence of cold slabs at various depths in
the mantle in the hotspot reference frame. (B) The degree 2 geoid at 0 and 56 Ma, illustrating that the
degree 2 inertia tensor has probably changed little since the early Tertiary.
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the slabs’ sinking velocities in the lower man-
tle, not from sluggish relaxation of the rota-
tional bulge in response to changes in inertia.
The bulge effect is present in our calculations,
but the changes in C due to subduction were
so slow during the last 60 million years that
the relaxation of the bulge was not the limit-
ing factor; it is mainly the slow variation in C
that controls the rates of polar wander. All
three models yield similar amounts of long-
term polar wander, especially over the past 60
million years, when rates were always less
than 1° per million years. For the VR 5 30
model, the rates were ,0.5° per million years
since the beginning of the Tertiary, with only
about 10° total latitudinal drift of the rotation
axis since 50 Ma, or an average of about 0.2°
per million years, a rate that falls within the
observational constraints on TPW (Fig. 1A).
The VR 5 30 model also gives a good fit to
the present-day geoid (15).

Comparison (Fig. 1B) of the polar wan-
der paths predicted by isoviscous (VR 5 1)
and layered viscosity (VR 5 30) models in
the same reference frame (26) as that for
the observed paths (Fig. 1A) shows a strong
sensitivity of the TPW path to variations in
viscosity structure. Although the details of
the various observed curves also vary great-
ly, the VR 5 30 model does yield a reason-
able overall amplitude for TPW since 100
Ma, and the predicted TPW since the early
Tertiary (50 to 60 Ma) is about 5° to 10°
toward Greenland, roughly in accord with
observation. The latter result is also consis-
tent with Jurdy’s (27) empirical analysis of
polar wander resulting from changes in Ce-
nozoic subduction. The model paths for
before Tertiary time are not very meaning-
ful because subduction history becomes less
well constrained in the time frame of 100 to
200 Ma. Nevertheless, the low observed
rate of TPW is explained by relatively slow
changes in the global pattern of subduction
zones.
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Depletion of the Outer Asteroid Belt
Jer-Chyi Liou* and Renu Malhotra

During the early history of the solar system, it is likely that the outer planets changed their
distance from the sun, and hence, their influence on the asteroid belt evolved with time.
The gravitational influence of Jupiter and Saturn on the orbital evolution of asteroids in
the outer asteroid belt was calculated. The results show that the sweeping of mean
motion resonances associated with planetary migration efficiently destabilizes orbits in
the outer asteroid belt on a time scale of 10 million years. This mechanism provides an
explanation for the observed depletion of asteroids in that region.

Asteroids are small, rocky bodies less than
1000 km in diameter that lie between the
orbits of Mars and Jupiter in the region
traditionally called the asteroid belt. The
outer asteroid belt, from 3 to 5 astronomical
units (AU) from the sun, is nonuniform and
depleted of asteroids. The orbital eccentric-
ities and inclinations, as functions of semi-

major axes, of 7100 numbered asteroids (1)
(Fig. 1) show four major features: (i) a lack
of asteroids in the 1:2 interior mean motion
resonance (MMR) (2) with Jupiter cen-
tered at 3.28 AU, (ii) a lack of asteroids
between 3.5 and 3.9 AU, (iii) a concentra-
tion of asteroids in the 2:3 interior MMR
with Jupiter centered at 3.97 AU, and (iv)
a lack of asteroids beyond the 2:3 interior
MMR.

The “gravitational hypothesis” (3) pos-
tulates that the gravitational forces of the
planets are responsible for shaping the as-
teroid belt. This hypothesis has explained
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R. Malhotra, Lunar and Planetary Institute, Houston, TX
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Fig. 3. Distance in degrees (latitude) between the
position of the rotation axis at time zero (present)
and the position at times in the past for the three
different mantle viscosity models. These curves
are computed from solutions to the full, nonlinear
Euler equations 1 given in (13).
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